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Abstract

Heatwaves, droughts, floods, storms and other types of extreme weather events cause
significant human suffering as well as material and economic damages. Discerning
how climate change is influencing different extremes is a prerequisite to understand
what we may expect in the future and how we can reduce loss of life and damage. A
generally accepted method for attributing extreme weather events to climate change
is the probabilistic approach, which is a statistical analysis of the unusual dynamical
conditions that steer the extreme. It computes the probability of such an event in a
world with and without climate change. However, the signal-to-noise ratio of the dy-
namical aspects of climate change appears to be small, which means that the results
of the unconditional probabilistic approach are generally quite uncertain. The ther-
modynamic aspects of climate change, on the other hand, are readily apparent from
observations and are far more certain since they are anchored in agreed-upon physi-
cal understanding. A novel conditional attribution approach, which is not based on
probabilities, is the ‘storyline’ approachwhich quantitatively estimates themagnitude
of thermodynamic aspects of climate change, taking the dynamical conditions as a
given. Each storyline places a particular extreme event in different circumstances, e.g.
a world without or with increased global warming, and quantifies the effect climate
change has on the thermodynamic aspects of the event. The main goal of the work
presented here is thus to obtain high-quality conditional climate change attribution
of singular extreme weather events by developing a conditional storyline method.

The spectrally nudged event storylines presented here have globally enforced dynami-
cal conditions by spectrally nudging the large-scale vorticity and divergence in the free
atmosphere towards reanalysis data, leaving the lower atmosphere free to respond.
Historical extreme weather events are then simulated in three storylines: 1) the fac-
tual storyline, which is the world as we know it with a changing climate, 2) the pre-
industrial counterfactual storylinewhich is defined as an imaginedmodernworldwith-
out climate change and 3) the plus 2 °C counterfactual storyline which is a world that
might be, a world with 2 °C global warming compared to pre-industrial.
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The results show a consistent increase in both global average temperature and precip-
itation due to climate change, which is in line with well established results using un-
conditional methods and indicates that nothing is lost when applying a conditional
setup. Regional seasonal precipitation characteristics are changing, for example the
Mexicanmonsoons of 2012 and 2014 became dryer and the Indianmonsoons of 2011
and 2014 became wetter. Temperature extremes show robust results on small spatial
and temporal scales. The 2003 European heatwave was on average 0.6 °Cwarmer due
to climate change and the 2010 Russian heatwave was on average 2 °C warmer which
is an amplified climate-change signal. The southeastern South American drought of
2011/2012 was at risk of intensification due to climate change, but was counter bal-
anced by the general background wetting trend also due to climate change.

Spectrally nudged event storylines provide both a continuous and specific event attri-
bution by enabling a robust separation of climate change from natural variability on
small temporal and spatial scales. The drought example proves the method is capa-
ble of distinguishing between opposing climate signals on different time scales. The
method is widely applicable as it is not limited to the technical setup presented here,
which means a convection permitting model can be included to enable accurate at-
tribution of local precipitation extremes. Moreover, the ensemble size required for
robust results is small, reducing computational costs. The methodology has the great
potential to be used for realistic stress testing of resilience strategies for climate impacts
when coupled to an impact model. Furthermore, the spectrally nudged event story-
lines can be used for operationalising extreme event attribution, which until now has
been difficult. In conclusion, the nudged global storyline method is an important
step towards a holistic approach within the attribution of individual extreme events,
which can quantify the role of both dynamical variability and known thermodynamic
aspects of climate change, and the interplay between them.
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Part I

Rationale

Thefirst chapter showswhydetectionandattribution of extremeweather
events is of great societal importance and how generally used attri-
bution methods struggle with uncertainties and communication chal-
lenges. This is followed by an in-depth explanation of what storylines
are and the difference between the standard frequentist and the newer
storyline approach. Specifically the theory behind event storylines is elab-
orated on. The final chapter clarifies the motivation and research ques-
tions of this study.
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1
Extreme weather event attribution

The societal impact of extremeweather events is great in relation to human suffering as
well asmaterial and economical damages. The destruction due to floods, storms, heat-
waves and droughts costs millions and endangers the safety of many homes. In July
2021, destructive rain-fed floods swept through Germany, Belgium, Luxemburg and
the Netherlands. Two days of severe rainfall from an almost stationary storm, on top
of already wet soil conditions, caused the rivers to overflow and instigated flash floods
and landslides in the more mountainous regions. Germany and Belgium suffered
more than 200 fatalities; the economic damages rose above e6 billion (Kreienkamp
et al., 2021). Large international rescue operations, volunteer initiatives and donation
funds were set up to combat the disaster.

A fewmonths later, December 10th 2021, eight states in the USAwere shaken by one
of the most severe tornado outbreaks in recorded history. The National Oceanic and
Atmospheric Administration (NOAA) confirmed 61 tornadoes in one night, with
strengths on the Enhanced Fujita Scale (EF) between EF-1 (weak) and EF-4 (violent).
In some regions, the violent tornadoes left close to no structures standing. More than
80 fatalities were counted, and the economic damages are expected to be in the order
of millions of dollars. (Pirtle, 2021)

Amore investigated example is the 2019 European twin heatwaves that broke temper-
ature records throughout Belgium, France, Germany, Luxembourg, the Netherlands
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Rationale

and the United Kingdom. Extremes above 40°C were measured in the Netherlands,
Belgium and Germany. The first heatwave in June, which was caused by hot North
African air being transported northwards through a ridge across Western Europe, de-
pleted the soil moisture, and so intensified the second heatwave in July via drought
(Sousa et al., 2020). The lasting heat caused tremendous loss of life, estimated at 2500
casualties throughout the region, which was a 50% excess mortality. Additional dam-
ages to the ecosystem throughwildfires, to infrastructure through damaged train lines
and to food production through crop losses were astounding (Bastos et al., 2021; Vau-
tard et al., 2020).

The global climate is warming, primarily due to increasing greenhouse gas (GHG)
concentrations in the atmosphere (IPCC, 2021). This has significant implications
for extreme events similar to the examples described above. Several studies are esti-
mating the ‘extremeness’ of extremes in the context of climate change. First reports
on the climate attribution of the European flood estimated a significant intensifica-
tion due to climate change, and an increased likelihood of such events to happen in
the future (Kreienkamp et al., 2021). In-depth studies on the attribution of the tor-
nado outbreak are not yet available. However, NOAA has published a statement that
they expect climate change can intensify these type of events (Pirtle, 2021). Without
human-induced climate change, the 2019 heatwaves would have been very unlikely as
the return time of this event is estimated at 1 in 400 years in the present climate, but 1
in 1000 years in the pre-industrial climate (Vautard et al., 2020).

The extreme events mentioned above are very different in characteristics and mete-
orological circumstances. However, the damages are significant in all of them. Un-
derstanding how climate change is influencing different extremes is a prerequisite to
understand what we may expect in the future and how we can reduce loss of life and
damages.

1.1 Defining extreme events

Whenweather observations are tracked, for instance on a daily basis for thirty years or
more, in order to tally variables such asmaximumdaily temperature or total daily pre-
cipitation, the result is a statistical distribution called ‘climatology’. For example, the
dailymaximum temperature distribution as in Figure 1.1, shows that 20 °C is themost
common temperature on theblack curve, and 10 °Cor 30 °Cdays are uncommonwith
a lownumber of appearances. Note thatwhile a simplified normal distribution is used
for explanatory purposes, in reality most meteorological variables show skewness in
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Extreme weather event attribution

their distribution (Tamarin-Brodsky et al., 2019). What society perceives as normal,
is what appears around the middle of the distribution with the highest number of oc-
currences, roughly marked with a green band. The definition of extreme events, as
adopted in climatology, is the so-called ‘tail of the distribution’, marked with a grey
shading under the black curve, with events below the 5 % (cold event) or above the 95
% (hot event) threshold. The further into that tail of the distribution, the more rare
the event. Weather extremes are part of every climate and therefore not something
that are necessarily a result of climate change.
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Figure 1.1: Normal distribution of example theoretical maximum daily temperature, in black the theoretical
present‐climate curve with a mean at 20°C, 25‐75th percentile shaded in green and extremes shaded in grey
for below the 5th percentile and above the 95th percentile, the blue curve is a shift of the mean to 23°C, the
red curve is a flattened curve with an unaltered mean but larger tail. The curves are shaded in their respective
colours above the 95th percentile, showing that a climate change induced shift or flattening of the curve can
cause a different temperature to be the 95th percentile and thus changing the understanding of what is an ex‐
treme temperature.

However, climate change influences extremes by increasing their frequency, or by in-
tensifying them (warmer heatwaves, stronger rainfall, longer droughts, etc.). This
means that climate change can influence the shape of the distribution in several possi-
ble ways. Either the curve is flatter (red curve) and the tails reach further, introducing
both warmer and colder temperatures, or the whole distribution shifts in its total-
ity (blue curve) representing a stable warming with less cold days and an increased
number of warmer days (Otto, 2017). For both types of changes, a maximum daily
temperature of 28°C (vertical black dashed line), whichwould correspond to the 95th
percentile and be quite uncommon in the present climate, now corresponds to a lower
percentile of both the red and blue curves, and thus becomes far more common. In
what way climate change will alter the curve depends on the region and the variable
under investigation.

Whenever an extreme event occurs, the event is compared to the climatological distri-
bution and a return time estimation is computed based on where, in the distribution
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tail, the event occurs. This widely used and accepted statistical method is called prob-
abilistic attribution, as it calculates the probability, or return time, that an extreme
event would have had with or without climate change. To make sure the attribution
has statistical meaning, the estimations have to be made using a large number of cli-
mate model simulations (further explanation in section 1.2).

It is important to note that an extreme event is not just defined by its meteorologi-
cal characteristics, but is often categorised based on impact. Impact is influenced by
much more than the weather, it relates to geographical characteristics and human ac-
tion such as land use and mitigation options available in the region where the event
is taking place. This is essential as extreme impacts are not always associated with ex-
treme meteorology or the rarity of an event (van der Wiel et al., 2020). The work
presented here focuses on meteorological attribution of high-impact events.

1.2 Challenges when attributing extremes

The probabilistic attribution of extreme events is an important and necessarymethod
for understanding the influence of climate change. However, attributing extreme
events in this way has some limitations and uncertainties connected to it, especially
when applying the widely used statistical methods for events that are rare by defini-
tion.

To perform a statistical analysis on only one event is impossible, therefore the most
commonly used attribution approach is to generalize the event into an event class. An
event class is a group of similar events of the same type (comparable heatwaves, com-
parable storms, etc.), and the probabilities of these event types are usually computed
from simulation experiments with or without climate change. How a class of events
is defined depends on the expert judgement of the scientist, which makes it an arbi-
trary choice and introduces personal values and uncertainties to the analysis (Olsson
et al., 2022; Pulkkinen et al., 2022; vanOldenborgh et al., 2021b). For the 2019 heat-
waves and 2021 flood examples mentioned in the introduction, the attributions were
calculated with such event classes resulting in a rough estimation of return times. In
general, the probabilistic attribution uses model ensembles. An ensemble is a large
number of model simulations with the same conditions, only slightly altered initial
states. The difference between the ‘factual’ ensemble, corresponding to observed forc-
ings (e.g. sea surface temperature (SST) andgreenhouse gases (GHG)concentrations),
and a ‘counter-factual’ ensemble, corresponding to an alternative world without cli-
mate change is then computed. The latter is usually constructed by removing an esti-
mate of the changes in SSTs, and imposing pre-industrial GHG concentrations. An
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Extreme weather event attribution

Figure 1.2: Probabilistic attribution study for heatwaves in western Russia, triggered by the 2010 extreme heat‐
wave event. The monthly average temperature in this region for the present climate is given in red and in blue for
the earlier climate. Vertical grey arrows show the distance between the event and the monthly average temper‐
ature, the horizontal red line shows the difference in frequency between present and earlier climate. The vertical
red line shows the difference caused by climate change. Figure 1 from Otto (2017).

example is given in Figure 1.2 fromOtto (2017) showing the probabilistic attribution
of the Russian heatwave 2010. The event class is a group of comparable heatwaves
for roughly the same Russian region, in red the monthly mean temperatures in the
present climate and in blue for the earlier climate. On the x-axis the return times,
which corresponds to the top axis with probabilities, are shown. On the y-axis, the
monthly averaged temperature is given in °C. The difference between the blue and
red, denoted by the red horizontal arrow, shows the changes in frequency between an
event of the samemonthly average temperature in current and earlier climates. A con-
clusion made from this example is that a similar heatwave in a comparable region of
Russia has an increased return time from 1 in 100 years for preindustrial climate, to 1
in 40 years due to climate change. In short, if an extreme event triggers the need for at-
tribution, the research is done with an event class and is computed by simulating large
ensembles, usually with an atmosphere-only climate model (Watanabe et al., 2013).
Since every extreme event is unique, the construction of a general event class blurs the
connection to the actual event and makes it difficult to link the event attribution to
climate impacts.

There is surprisingly little knowledge on the extreme dynamical conditions associated
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with extreme events. In particular, there is no agreement onhow those dynamical con-
ditions might respond to climate change (Hoskins and Woollings, 2015; Shepherd,
2014). This represents an uncertainty in the probabilistic estimates that is difficult to
quantify. On the other hand, thermodynamic aspects of climate change such aswarm-
ing and increased specific humidity are robust in sign, anchored in agreed-upon phys-
ical understanding, and clearly emerging in observations (IPCC, 2018). Moreover, in
many cases it is hard to distinguish where the noise of natural variability inherent to
the system stops, and the signal of climate change starts, since the signal-to-noise ratio
of the forced dynamical changes is small (Deser et al., 2016; Schneider et al., 2012).

In addition to knowledge related to how present day extremes are influenced by cli-
mate change, there is a need in society to know what extreme events can be expected
in the future. A scientific approach, with a reproducible result, comes with scenario
building. The idea is to formulate several, equally plausible, future projections of the
climate. Trying to project the future comes with large uncertainties. In addition to
the uncertainties connected to either knowledge deficiencies and technical limitations
within climate science (epistemic uncertainty), or uncertainties that are part of the cli-
mate system itself like natural variability (aleatoric uncertainty), arguably the largest
uncertainty comes from the dependency on human decisions and actions that will
shape the future (Shepherd, 2019).

Finally, it is important to look at communication difficulties that uncertainties and
probabilities form for decision makers and society. Public misinterpretation of cli-
mate science is a reality of everyday life. Besides that, the question asked in the public
often concerns the effect of climate change on a specific event, not a type of event.
The crucial work, done in attribution of extreme events, is not yet at a level it can sat-
isfyingly answer the questions asked in society in a generally understandable manner.
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2
Storylines

A novel attribution approach, which is not based on probabilities, is the ‘storyline’
approach and is formulated as “physical self-consistent unfoldings of past events, or of
plausible future events or pathways” (Shepherd et al., 2018). The idea behind this ap-
proach is strongly related to how we regularly think in terms of ‘what if...’ and ‘if
only...’. It is the human way of estimating hypothetical results for each of the possible
choices we can make. We think in future scenarios, trying to determine what choice
will lead to which consequence, which is a causal interpretation of possibilities. In the
storyline method, this exact mind-set is applied. What if there was no climate change,
would this specific heatwave have been the same? What if the world was 2 °Cwarmer,
what would this drought be like then? Instead of trying to predict if or when 2 °C
warming might happen, storylines show the results of an intervention such as the ef-
fect a 2 °C level of global warming has on extreme events. This moves the approach
away fromprediction space (scenarios) where the likelihood of a possible intervention
is estimated, towards decision space (storylines) where the impact of an intervention
is evaluated (Shepherd, 2019).

The large uncertainties and gaps in knowledge concerning dynamical circumstances,
as mentioned in the previous chapter, make it difficult to attribute extreme dynami-
cal circumstances leading to an extreme event. The dynamics could, therefore, be re-
garded as given, i.e. arising by chance. The question that can be asked instead, is how
the eventwasmodifiedby the known thermodynamic aspects of climate change (Tren-
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Figure 2.1: Causal network for discussing storylines. The direction of causal influence is indicated with arrows.
Purple coloured balloons indicate the element is human influenced, blue coloured balloons are not directly human
influenced. Adapted from Figure 4 in Shepherd (2019).

berth et al., 2015). The storyline thus depends on the question asked, and assumes the
event is a given to provide a conditional attribution (Lloyd and Shepherd, 2020). In
the real climate system the separation between dynamic and thermodynamic is not
absolute, as they are interwoven, but it is useful to study the uncertainties in their
forced response to climate change as being separable, at least to a first approximation.
The idea of attributing thermodynamics separate from the dynamics was preceded
by the dynamical adjustment approach to extreme seasonal climate anomalies (Catti-
aux et al., 2010; Terray, 2021), which is an empirical method to construct circulation
analogues and estimate the dynamical component while the thermodynamic compo-
nent is obtained as residual (Deser et al., 2016). Thermodynamic attribution is also
the mindset behind ‘Pseudo global warming’ (Schär et al., 1996), which simulates a
surrogate scenario using a regional model, and adding 2 K (or any other value) to the
atmospheric, land-surface and sea-surface fields for both the initial state and lateral
boundary input.

Although it is not probabilistic, the storyline approach enables a quantitative estimate
of climate change with a clear causal interpretation (Pearl andMackenzie, 2018). The
effect of climate change on extreme weather events links to climate risk, which can
be thought of via a causal network (Shepherd, 2019), as shown in Figure 2.1. In a
causal network the relationship between elements, and the direction of that relation-
ship, are indicated with arrows. The flow of causality (from left to right) includes the
uncertainties that come alongwith each element. If the uncertainty of dynamical con-
ditions (D) is large, the following elements (hazard (H) and climate impacts (I)) will
have a large uncertainty as well. However, each of the relationships (arrows) can be
treated as a separate storyline, locking the uncertainty with the element it belongs to.
In this study, the storylines represent the relationship between global warming (G)
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and thermodynamic conditions (T). Studying causal links, as done with storylines, is
also favoured over the probabilistic attribution approach because it reduces the sense
of false objectivity that probabilistic approaches can bring (Olsson et al., 2022).

By focusing on the known effect of climate change, storylines try to avoid ‘Type 2’
errors (missed warnings), in contrast to the probabilistic approach which, by needing
to reject the null hypothesis of no climate change whatsoever, tries to avoid ‘Type 1’
errors (false alarms) (Lloyd and Oreskes, 2018). Notwithstanding the need to look at
the problem from both sides, as they provide different kinds of information (Lloyd
and Shepherd, 2021), one could arguably say that preventing a false alarm is less ben-
eficial for safety and damage reduction than avoiding a missed warning.

There is increasing interest in understanding and quantifying the impact of climate
change on specific extreme weather and climate events, looking at singular historical
events instead of recurrence likelihoods. Moreover, extreme events are regional, and
their impact is regional. Therefore, an approach that can quantify the influence of
climate change on a specific extreme event, without blurring over regional details and
differences, is more likely to answer the questions asked by society and decision mak-
ers. The storylines approach studies the effect of particular events, focusing on their
regional impact (Shepherd, 2016).

2.1 Dynamic and event storylines

Storylines are much broader than extreme event attribution. Examples of storyline
application are found in a large range of fields, from fundamental meteorology and
extreme event impact (Chan et al., 2021) all the way to estimations of agricultural risk
related to climate change (Sillmann et al., 2021) and decision-making for food security
(Young et al., 2021). There are roughly two types ofmeteorological storylines, dynam-
ical (Mindlin et al., 2020; Zappa and Shepherd, 2017) and event based as presented in
this study. While dynamical storylines explore the causal relationship between global
warming and dynamical conditions (Figure 2.1, G andD), event storylines (as applied
in this study) focus on the causal relationship between global warming and thermo-
dynamic conditions (Figure 2.1, G and T).

The method applied in this study concerns event storylines. However, it is practical
to understand the application of dynamical storylines as this formed the foundation
of the storyline method in meteorology. Each dynamical storyline is a plausible re-
sponse of remote drivers to climate change. Since the response of dynamical variables
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to climate change is so uncertain, these storylines show the effect of climate change
on a range of possibilities. For example, climate change is expected to strengthen the
stratospheric polar vortex in the Southern Hemisphere, which will influence precipi-
tation patterns over South-Africa, South-America and Australia. However, there is a
large range ofuncertainty linked to the amountof strengthening climate changemight
cause. Mindlin et al. (2020) created plausible storylines with the level of strengthen-
ing of the polar vortex in the low and high end of the uncertainty range, and stud-
ied the effect of both ends on precipitation and wind speed. The researchers applied
this method for both the polar vortex strengthening and the tropical amplification
(stronger than average warming in the tropical upper-troposphere) of global warming
to create strong storylines (strong polar vortex, strong tropical amplification), weak
storylines (weak stratospheric strengthening and weak tropical amplification) and in-
termediate storylines (strong polar vortex, weak tropical amplification and vice versa)
as is shown in Figure 2.2. Here, the effect of the remote drivers and global warming is
represented in zonal wind speed anomalies per Kelvin of global warming (ms−1K−1).
A strong storyline (panel b) has an increased wind speed up to 0.8 ms−1K−1, a weak
storyline reaches an increase up to 0.4ms−1K−1. The asymmetric circulation response
under different storylines and their deviation from the multimodel ensemble mean
shows the relevance of considering a range of physically plausible changes. Dynam-
ical storylines were formed for the precipitation anomalies in the Mediterranean by
Zappa and Shepherd (2017) as shown in Figure 2.3. The y-axis shows the storyline
index (strength of the storyline), the x-axis the level of global warming in Kelvin, and
in colour the precipitation anomalies in mm/day. When considering a high-impact
storyline, under a 3 K global warming scenario, the effect on precipitation would be
a reduction just short of 0.3mm · day−1. This type of research is critical for decision
makers as it helps understand which changes in weather to prepare for under which
circumstances.

Event storylines, as applied in this study, prescribe the dynamical conditions and study
the thermodynamic response of a particular event to global warming. Instead of of-
fering a range of possible dynamical responses, the dynamics are forced identically in
all experiments. Since the prescribed dynamics is reproducing the dynamical state as
observed, it enables the study of specific events and nullifies the need for an event
class. While dynamical storylines can give a range of possible circumstances for future
weather, event storylines place a particular extreme weather event in different circum-
stances, e.g. a world without or with increased global warming (van Garderen et al.,
2021), and studies how these circumstance have influenced the event itself. Wehrli
et al. (2019) applied such event storylines to study the key drivers on a range of heat-
waves. In each storyline an added variable is changed which shows the influence of
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Figure 2.2: Dynamical storylines showing the effect of either a strong or weak polar vortex, and/or a strong or
weak tropical amplification per degree of global warming on the zonal wind speed in the Southern Hemisphere.
Subplot d shows a weak storyline, where a low tropical amplification and a small level of vortex strengthening
causes limited zonal wind speed anomalies. Subplot b shows a strong storyline with a larger influence on the
zonal wind speed. SAM is Southern Annular Mode. Figure 14 from Mindlin et al. (2020) .

one specific driver. In Figure 2.4 the behaviour of maximum temperature and soil
moisture during the 2010 Russian heatwave are shown, when influenced by different
drivers. Without getting into the experimental details, what is clearly visible in the
graph is that the temperature event (marked grey) is well captured by the storylines
with a prescribed dynamical condition in the atmosphere (lines marked with aF_smF
and aF_smC in Figure 2.4), and the effect of soil moisture depletion is needed to reach
the maximum temperature comparable to the reference. This example shows that
event storylines can reproduce the details of historical events and study the causal link
between aspects such as soil moisture or GHG and the characteristics of an extreme
weather event.
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Figure 2.3: Dynamical storylines based on either a strong or weak polar vortex, and a strong or weak tropical
amplification as well as different levels of global warming and its effect on Mediterranean precipitation. The
y‐axis shows the storyline index representing the strength of the storyline, the x‐axis the level of global warming
in Kelvin, and colours the precipitation anomalies in mm/day. The light dashed line is the change in precipitation
related to the time at which the climate change response starts to emerge, and the dark dashed line is one stan‐
dard deviation in year‐to‐year variability. Figure 9a from Zappa and Shepherd (2017) ©American Meteorological
Society. Used with permission.

2.2 Prescribing the dynamics through spectral nudging

Creating event storylines requires a method to prescribe the atmospheric state of a
model in agreement with observations. One of those methods is called spectral nudg-
ing. The term nudging means to force the atmospheric circulation of an atmospheric
model towards the dynamical conditions from an external data set. Nudging can be
used to recreate past weather events that are captured in the source data (e.g. reanal-
ysis data) but with the more refined resolution of the atmospheric model. The cli-
mate model thus adds value and regional detail to the coarser-resolution forcing data
set (von Storch et al., 2018; Waldron et al., 1996). Moreover, nudging a model gives
room for experimentation, for instance a set of different boundary conditions to study
their effect on past weather events. The spectral nudging technique is well established
within the context of regional climate modelling (Feser et al., 2011; Miguez-Macho et
al., 2004; Scinocca et al., 2016) and in boundary-layer sensitivity studies (vanNiekerk
et al., 2016). More recently, the method has been dynamically downscaled for global
modelling applications (Schubert-Frisius et al., 2017)

Often, when the term nudging is used, the method referred to is grid nudging. In this
case, a set of variables are corrected towards reanalysis data at a number of grid points
in the domain, throughout the complete vertical column. This type of nudging is
strict, as it leaves little freedom for the model to resolve anything on its own, reducing
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Figure 2.4: Russian heatwave 2010 daily maximum temperature anomaly in °C in the top panel, and standardized
soil moisture anomaly in the upper 1 m in the bottom panel. Maps on the left show the monthly anomaly in
T2m for ERA‐Interim and soil moisture for ERA‐land respectively; the region under study is marked with a black
box. aI_smI = influence of SST, aI_smF = influence of soil moisture, aF_smF = influence of a nudged atmosphere
and aF_smC is the influence of soil moisture while using a nudged atmosphere. ERA‐Interim and ERA‐land form
comparison. Shading (green, blue) represents the range of anomalies in non‐nudged simulations. Note that in
the bottom panel, the green line becomes identical to the yellow line and therefore is no longer visible. Adapted
from Figure 3 and 4 in Wehrli et al. (2019).

the benefit of fine scale computations that themodel would resolve better than the re-
analysis. This can cause unwanted smoothing of variables near the surface, and thus a
loss of accuracy (Vincent andHahmann, 2015). The spherical harmonics in a spectral
global model provides a significant benefit when applying nudging. A spectral global
model computes its variables as a combination of different simple wave functions in-
stead of a specific computation bound to a grid point (Nese et al., 2018). Since spec-
tral nudging is based on wave numbers instead of grid points (Kim and Hong, 2012;
Schubert-Frisius et al., 2017; Yoshimura and Kanamitsu, 2008), it can be used more
flexible such as scale selection, meaning that large-scale waves (lower wave numbers)
are forced, and smaller waves (with higher wave numbers), including those relevant to
extreme events, are free to be simulated by the high-resolution model (von Storch et
al., 2018, 2000; Waldron et al., 1996). Another merit of the approach is the poten-
tial to reduce inhomogeneities in the data set by nudging only a limited number of
reanalysis variables. In grid nudging there are commonly up to four variables forced
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(pressure, temperature, vorticity and divergence), in spectral nudging generally up to
two (divergence and vorticity) though experimental setup of nudged variables can dif-
fer. Moreover, applying spectral nudging globally brings the benefit of not having to
deal with lateral boundaries common to regional models, since the waves are unhin-
dered in their path around the globe.

2.3 State of the art in event storyline attribution

In the IPCC AR6 report (§10.6.4.8), storylines are briefly explained and the IPCC
recognises the need for understanding the thermodynamic processes and their changes
due to climate change (Doblas-Reyes et al., 2021). Moreover, the application of sto-
rylines is starting to find its place in regional climate scenarios such as the Dutch 2014
climate scenarios where the dynamic and thermodynamic aspect of global warming
were studied separately, as well as combined (KNMI, 2014). These climate scenarios
are the basis for Dutch climate policy. Application of event storylines in the UKNa-
tional Flood Resilience Review (NFRR, 2016) shows that policymakers require the
combination of probabilistic and storylines attribution. The policy requires prob-
abilistic terminology such as return-times, but impact assessment requires a condi-
tional approach to link the meteorological aspects (defined in storylines) to impact
modelling (Sillmann et al., 2021).

The storyline concept using constrained or conditioned atmospheric states has been
applied in a version of analogues (Goulart et al., 2021; van der Wiel et al., 2021) and
more recently in the updated dynamical adjustment approach (Terray, 2021) which
uses observations and reanalysis insteadofmodel simulations. The general idea of ana-
logues is to find a close to identical present and past dynamic situation, for instance
a storm that caused a flood, to study the difference that climate change must have
caused in the impact of the present event compared to the past event. Another way of
conditional attribution is by dynamically constraining through boundary conditions
applied to a regional model (Meredith et al., 2015) or by controlling the initial condi-
tions in a weather forecast model (Patricola and Wehner, 2018). A new development
along that line is the application of storylines in a weather forecast model by Leach
et al. (2021), which is beneficial for high-resolution but short timescale event attribu-
tion, as it depends on short lead times to create the atmospheric conditioning.

Event storylines with a conditioned atmospheric state using the new global spectral
nudging setup had not been implemented prior to the initiation of this work. The
method allows for attribution of extreme events independent of their location on

16



Storylines

the globe due to the global setup. Moreover, the spectral nudging model has more
freedom for small-scale variables than other methods of atmospheric conditioning,
which might give far more insight on the effect of climate change on processes con-
nected to extreme weather events. As this study was being undertaken, some new
work with comparable methods to the one presented here were published, which will
be explained and compared in the Discussion (chapter 9).
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3
Motivation and Research Questions

It is pivotal to learn how climate change is influencing specific extremeweather events,
in order to understand what may be expected in the future and how to reduce loss of
life and damages. To find meaningful answers to questions concerning the climate
change influence on singular extreme weather events, requires a method that provides
answers with more certainty and detail than the existing approaches. Combining the
methods of constraining the atmosphere through spectral nudgingwith storylineswill
enable such single extremeweather event attribution. This toolmay assist in progress-
ing our scientific understanding of processes that bridge climate change and extreme
events. Themain goal of thework presented here is thus to obtain high-quality condi-
tional climate change attribution of singular extreme weather events by developing a
conditional storyline method. The thought of doing so has been gaining traction, yet
there is no insight in the effectiveness of such a method in following and attributing
individual extreme events, nor is it known how much there is gained in matters such
as reduced uncertainty.

Based on the motivation stated above, this study will endeavour to answer the follow-
ing research questions:

1. How well can spectrally nudged storylines follow extreme events?
Motivation: To attribute individual extreme events, it is paramount to test if
the method is capable of resolving individual extremes properly.
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2. How clearly can spectrally nudged storylines distinguish signal from noise?
Motivation: Results found by applying spectrally nudged storylines are only
meaningful if the climate signal is beyond the noise of either natural variability
or the method itself.

3. What is the relative role of climate change vs. natural variability in extreme
events?
Motivation: Attributing the thermodynamic element of individual extreme
weather events to climate change is the next step in understanding how global
warming is influencing recently experienced extreme events.

(a) for heatwaves?
(b) for droughts?
(c) for precipitation extremes?
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Part II

Methodology

The technical set-up of the storyline attribution experiment revolves
around the high resolution version of the global atmospheric general
circulation model ECHAM6. In Chapter 4, a short overview of the
ECHAM6 model is given, and the application of spectral nudging is
elaborated on. Chapter 5 explains how different storylines are created.
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4
ECHAM6 Spectrally Nudged

4.1 ECHAM6

The sixth European Centre/HamburgModel (ECHAM6) is a spectral general circu-
lation model (GCM) based on an early version of the European Centre for Medium-
Range Weather Forecasts (ECMWF) model, though it has been altered significantly
since then. It is the atmospheric part of theMaxPlanck Institute - Earth SystemModel
(MPI-ESM) coupled model (Stevens et al., 2013) used in the recent climate model in-
tercomparison project (CMIP).

For this study, the high-resolution T255L95 version of ECHAM version 6.1.00 is
used, translating to 0.54 °or roughly 60 km grid space at the equator. Themodel con-
tains a dry spectral transform dynamical core and a transport model for the different
water species and chemical tracers. Prognostic variables are: vorticity (ξ), divergence
(D), temperature (T), cloud ice content (qi), the natural logarithm of surface pres-
sure (ln(ps)) in the horizontal as well as zonal and meridional winds (u, v), specific
humidity (qv), cloud liquid water content (ql) and cloud ice water content (qi) in the
vertical. The land-atmosphere interaction is calculated through the Jena Scheme for
Biosphere-Atmosphere Coupling in Hamburg (JSBACH) sub-model (Reick et al.,
2013), convection is parameterized using the Tiedtke-Nordeng scheme. The sea sur-
face temperature (SST) and sea ice concentration (SIC) are prescribed from the first
National Centers for Environmental Prediction (NCEP-R1) reanalysis data (Kalnay
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et al., 1996).

A spectral global model, such as ECHAM6, differs from a gridded model by com-
puting its variables as a combination of different simple wave functions instead of
a specific computation bound to a grid point (Nese et al., 2018). A resolution of
T255 means that the highest wave number (and thus the smallest waves) has a fre-
quency of 255 in its circle around the earth. High wave numbers therefore resolve
small-scale processes, whereas low wave numbers resolve large-scale processes. Work-
ing with spherical harmonics like that is beneficial in a global model as so-called dy-
namical variables, such as surface pressure and geopotential height, behave like waves
over the globe. Moreover, there is a computational benefit when computing in spec-
tral space. However, variables such as cloud water or specific humidity, which are
irregular, or variables that need to be parameterized are not suited for computation in
spherical harmonics. For these type of variables, themodel uses a quadratic transform
grid.

ECHAM6 is a state-of-the-artmodel, with high-level performances throughoutmany
publishedworks. The versionused in this study benefits fromahigh global resolution,
in both the horizontal and the vertical, and simulates challenging phenomena such as
extratropical circulation, tropical intra seasonal variability and vertical temperature
representation in the upper troposphere adequately (Hertwig et al., 2015; Stevens et
al., 2013). ECHAM6 is not exempt from challenges generally known to global mod-
els, such as accurate resolving ofweather close to the equator (Žagar et al., 2016). That
said, it performs in the mid-range when compared with other global models (Flato et
al., 2013).

4.2 Spectral nudging towards NCEP-R1

In the experiments presented here, spectral nudging is only applied in the free atmo-
sphere, at altitudes above 750 hPa. It constrains the model’s large-scale weather pat-
terns, that is the lower wave numbers of divergence and vorticity (horizontal flow), to
stay close to reanalysis data in order to derive a global high-resolution weather recon-
struction. The nudging of variableX in spectral space over time is done as in Equation
4.1 (adapted from Jeuken et al. (1996)):

∂X
∂t

=

{
Fx + G(XNCEPR1 − X) for n ≤ 20, p < 750hPa

Fx otherwise

}
(4.1)
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where X is the variable to be nudged (either vorticity or divergence), Fx is the model
tendency for variable X, and XNCEPR1 is the state of that variable in NCEP-R1. G is
the relaxation coefficient in units of 10-5 s-1 determining the nudging strength.

Most settings are applied according to the Schubert-Frisius et al. (2017) methodol-
ogy, including the usage of spectral nudging in both meridional and zonal directions,
as well as a plateau nudging-strength height profile (see Figure 4.1a). This profile starts
at 750hPa, then quickly increases to itsmaximumnudging strength, remains constant
for higher tropospheric and the lower and medium stratospheric levels until it again
quickly tapers back to zero at a height corresponding to 5 hPa. Reduced nudging
above 5 hPa is necessary as there is no NCEP-R1 reanalysis data available at that alti-
tude.
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Figure 4.1: a) Nudging strength G [10‐5 s‐1] as a function of model level, for different choices of minimum e‐
folding time as indicated. b) the impact of the tested e‐folding time settings on the temporal evolution of the
T2m average over Europe (10 °W ‐ 35 °E/35 ‐ 60 °N) in comparison to ERA‐Interim for November 2013. c) Daily
mean temperatures as in panel b, but with a 50‐minute nudging timescale at different truncations in comparison,
again in comparison to ERA‐Interim.

The strength of nudging is determined by the relaxation coefficient (G, in 10-5s-1), see
Equation 4.1. The relaxation coefficient is often described using the e-folding time
(G-1, in 105s) which represents the simulated time necessary for nudging to dampen
out amodel-introduced disturbance. For example, if themodel is computing a storm,
but this storm is not present in the reanalysis, this is a disturbance. If the e-folding
time is 10 hours, then the nudged model will dampen out that disturbance (with an
assumed amplitude of 1) to a value of 1

e and thus greatly reduce it within 10 hours. A
larger relaxation coefficient implies a stronger nudging and translates into a shorter
e-folding time or dampening time (von Storch et al., 2000). The settings of Schubert-
Frisius et al. (2017) for nudging strength and truncation are fine-tuned for the appli-
cation in this study.
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a) Factual 2010 b) Counter 2010
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Figure 4.2: Geopotential height (z500) June‐July‐August (JJA) anomalies [m] for the Northern Hemisphere show‐
ing the 2010 summer atmospheric blocking situation. The spectrally nudged dynamic situation are averaged over
a) factual members and b) counterfactual members. Anomalies were calculated relative to the ECHAM_SN 1980‐
2014 JJA climatology.

In fine-tuning the Schubert-Frisius et al. (2017) setup, the first aim is to test any relax-
ationpossibilities of the e-folding settingswhile still reproducing the correct large-scale
weather conditions. In Figure 4.1b the impact of the tested e-folding time settings is
shown for November 2013 on the temporal evolution of the two-meter temperature
(T2m) averaged over Europe (10 °W - 30 °E, 35 - 60 °N) in comparison to ERA In-
terim. There is little difference visible between the 50-minute and 5-hour e-folding
times. The 10-hour results start to show small deviations, whilst the 20-hour results
deviate even more noticeably. Based on this sensitivity study, the e-folding time is
safely relaxed from 50 minutes to 5 hours without losing the accuracy of the results.
The second aim is to limit the range of spatial scales being nudged asmuch as possible.
In Figure 4.1c we show the T2m results for the different nudging wavelengths in com-
parison to ERA-Interim. The original T30 settings used by Schubert-Frisius et al.
(2017), which translate to a minimum wavelength of approximately 1300 km ( 360◦30 ·
111 km), show comparable results to the T25 and T20 resolutions. The nudging is
therefore relaxed to the T20 resolution, which translates to a minimum wavelength
of approximately 2000 km ( 360◦20 · 111 km). This should be sufficient to resolve the
large-scale circulation while allowing smaller scale processes to develop freely.

To test if the fine-tuned setup is indeed capable of capturing complex dynamical states,
the geopotential height anomalies for summer 2010 in the factual and counterfactual
simulations are compared andhave a strong resemblance (see Figure 4.2). Even though
the background conditions of the two simulations are different (which is explained
further in chapter 5), theblockingpattern formedoverRussia in2010 is clearly present
in both simulations, demonstrating the capability of our nudging method with re-
laxed settings to reproduce the complex dynamical situation.
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Throughout this study, the Schubert-Frisius ECHAM_SN data set is used to calcu-
late climatologies for comparison. ECHAM_SN is a spectrally nudged global histor-
ical simulation from 1948-2015 (Schubert-Frisius et al., 2017). It nudged vorticity
and divergence towards NCEP-R1 in a vertical plateau shaped profile, at spatial scales
corresponding to T30 or larger, with an e-folding time of 50 minutes.
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5
Creating Storylines

Three storylines are simulated, which can be interpreted as three different worlds:

1. The factual storyline, which is the world as we know it with a changing climate

2. The pre-industrial counterfactual (counter) is defined as an imagined modern
world without climate change

3. The plus 2 degrees counterfactual storyline (plus2) is a world that might be, a
world with 2 degrees global warming compared to pre-industrial.

The counter storyline has, besides simulations of equal length to the factual and plus2
storylines, also a long simulation covering the years 1948-2015 called
ECHAM_SNC. ECHAM_SNCwas createdwith the aim to provide a publicly avail-
able dataset comparable to the ECHAM_SN1948-2015 factual simulation. The tech-
nicalities of ECHAM_SNC are explained in detail, as it has some unique characteris-
tics compared to the counter storyline.

Before further elaborating the differences between each storyline, it is important to
understand the similarities. Each storyline has three members and is run for five years
(2010-2014). The land-use and volcanic activity, as well as aerosol forcing and SIC,
are unchanged between the storylines except for SIC in ECHAM_SNC. Each world
is spectrally nudged in the same way, as is explained in Section 4.2.
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Thedifferences between the threeworlds are createdby altering two importantbound-
ary conditions: a) sea surface temperature (SST) andb) greenhouse gases (GHG).This
means that, strictly speaking, the attribution is the combined effects of anthropogenic
climate change recorded in the SSTs (and thus including some indirect aerosol forc-
ing), as well as the direct radiative effects of GHG forcing. The changes, which are ex-
plained in detail in the following sections, resulted in an average global T2m of 13.60
°C in the counter storyline; 14.28 °C in the factual storyline; and 15.15 °C in the plus2
storyline.

5.1 Factual

The factual storyline is the world as we know it, with a changing climate and a warm-
ing ocean surface. ECHAM6has these settings available, including the GHGs, which
change according to observed values (Meinshausen et al., 2011). The SSTs and SICs
are prescribed using NCEP-R1 reanalysis data, as is done by Schubert-Frisius et al.
(2017). The simulation is nudged as explained in section 4.2. The three factual mem-
bers were initiated one month apart from each other (in November and December
2009, and January2010),with the corresponding atmospheric state fromtheECHAM_SN
data set as start-up situation.

5.2 Pre-industrial counterfactual

As there are two different counterfactual simulations, the 2010-2014 counter and the
ECHAM_SNC, with distinct differences in their setup, each of these simulations are
explained separately.

5.2.1 2010-2014 simulations

SSTpatterns such as theAtlanticMultidecadalOscillation (AMO)orElNiño–Southern
Oscillation (ENSO) greatly influence weather extremes. It is therefore considered im-
perative to reduce the climate signal in the SSTwithout losing such natural variability.
The same SST variability is thus imposed on each of the different storylines, based on
the observed SST pattern in the NCEP-R1 reanalysis. Note that SST variability may
be less critical in the storylines presentedhere due to the forced atmosphere. The coun-
terfactual SST conditions are created by subtracting a climatological warming pattern
from the observed pattern, which is a standard procedure in probabilistic event attri-
bution studies (Otto et al., 2012; Stott et al., 2016; Vautard et al., 2016). The warm-
ingpattern is computedusing the 1850-2013CMIP6MPI-ESM1.2-HRpre-industrial
control (PiCon) and historical simulations at an atmospheric horizontal resolution of
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T127 (Müller et al., 2018). The procedure is shown in Equation 5.1:

SSTt,c = SSTNCEPR1
t − (SSTCMIP6

h − SSTCMIP6
pi ) (5.1)

where SSTt,c is the counterfactual SST at time t, SSTNCEPR1
t is the NCEP-R1 original

SSTat time t, SSTCMIP6
h is the 2000-2009 averageCMIP6historical SSTand SSTCMIP6

pi
is the average CMIP6 PiCon SST. In Figure 5.1 the CMIP6 SST warming pattern
closely resembles the observed Hadley Centre SST data set (HadSST3) (Kennedy et
al., 2011a,b) warming pattern. The HadSST3 pattern is obtained by subtracting the
1880-1890 average from the 1980-1990 average SST values. The general warming and
cooling patches in the Pacific Ocean and Atlantic Ocean south of Greenland agree
well. Also, the warming north of Scandinavia is clearly visible in both warming pat-
terns. Despite the observational data devoid region east of Greenland and north of
Iceland, there is a close resemblance of the modelled warming pattern with observa-
tions. Note that early SST observations were dependent upon ship records, which in
the polar region were very few (Rayner et al., 2006), causing this part of the observa-
tional data set to be incomplete.

Figure 5.1: The sea surface temperature (SST) warming pattern [°C] a) calculated fromMPI‐ESMCMIP6modelled
data, and b) from HadSST3 observed data.

Given that the atmospheric circulation is nudged, changes in SIC are not expected
to be relevant. The temperature gradient between pole and equator is influenced by
SIC and thus SIC influences the formation of storms and the position and strength
of the jet stream. In the nudging setup these atmospheric variables are forced towards
reanalysis and therefore have limited influence from SIC. In order to check if the SST
and SIC remain self-consistent, meaning that SST patches that are below -2 °C must
have SIC formation, the pre-industrial counterfactual SSTs for July 2003 and July
2010 are shown together with the SIC in Figure 5.2. This shows that under counter-
factual conditions, the SST remains almost completely physically self-consistent with
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the SIC according to the constraints of Hurrell et al. (2008). There are only a very
limited isolated regions where the SST falls below -2 °C. The counterfactual storyline
has stationary pre-industrial GHG values, comparable to that of 1890, as listed in Ta-
ble 5.1.

Figure 5.2: Counterfactual SST [°C] in shaded colours and factual SIC [%] in greyscales for (a) July 2003 and (b)
July 2010. The SST 5 °C (dashed green), 0 °C (orange) and ‐2 °C (red) are marked for reference.

Table 5.1: greenhouse gases (GHG) for the ECHAM6 pre‐industrial counterfactual simulations.

Greenhouse Gas Concentration

Carbon dioxide (CO2) 285 ppmv
Methane (CH4) 790 ppbv
Nitrous oxide (N2O) 275 ppbv
Chlorofluorocarbons (CFC’s) 0

The default initial conditions of ECHAM6 is a random atmospheric state in equi-
librium with boundary conditions that are comparable to those in the mid-1990s.
Changing that initial state to a counterfactual state requires a spin-up time, as the
atmosphere and land surface need sufficient time to reach a new equilibriumwith the
altered SST andGHGboundary conditions. To accomplish this, a non-nudged coun-
terfactual spin-up ensemble was run for three model years with three members. Each
member was initiated at a different starting date (January, February, March 1995).
The results of these spin-ups are three randomatmospheric counterfactual states, which
are used as initial conditions for the counterfactual experiments. For themodel to cor-
rect the free atmospheric state to the nudged state requires approximately two model
weeks, this is different from the spin-up time required to balance the new climatolog-
ical background mentioned previously. The three counterfactual members are initi-
ated on the 1st of January 2010.
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5.2.2 European 2003 heatwave case study

For the European 2003heatwave case study experiment, a smaller, separate simulation
is run in both factual and counterfactual settings. The setup is identical to the one de-
scribed in Section 5.1 and Section 5.2. However themembers run for sixmonths only,
from the 1st of March 2003. Each member is initialized with a different member of
the counterfactual spin-up (year three, March).

5.2.3 1948-2014 simulation

The 1948-2014 spectrally nudged counterfactual (ECHAM_SNC) data set is created
to provide a pre-industrial counterfactual simulation, comparable to the 1948-2014
ECHAM spectrally nudged (ECHAM_SN) factual simulation by Schubert-Frisius
et al. (2017). Note that ECHAM_SNC is not used for the case studies in this thesis,
but is meant as a data set available to peers. Even so, ECHAM_SNChas distinct tech-
nical differences compared to the counterfactual storyline described in section 5.2 and
therefore the method is explained in full.

The ECHAM_SNC simulation requires a more sophisticated approach in calculat-
ing SST and SIC values due to the length of the simulation. This is captured in the
flow chart in Figure 5.3. The general idea of using a warming pattern is compara-
ble to the 2010-2014 simulations (Equation 5.1). The big difference, however, is that
ECHAM_SNC has twelve warming patterns, one for each month of the year, where
the 2010-2014 counterfactual simulation has only one. Monthly warming patterns
are beneficial over a general warming pattern, as they prevent the blurring of seasonal
differences. Moreover, the monthly SST warming patterns have to be weighted over
time, as a 2000-2009 monthly average would cause an overestimation of the climate
signal if applied in earlier years. The weighting is facilitated using yearly globally aver-
aged weighting factors.

The process of creating themonthly SSTwarming patterns is shown in Equation 5.2:

SSTy,m,c = SSTNCEPR1
y,m − wy(SSTCMIP6

h,m − SSTCMIP6
pi,m ) (5.2)

where SSTy,m,c is the counterfactual weighted SST for year y and month m, using
SSTNCEPR1

y,m as the SST observed for year y and month m, wy is the weighting factor
for year y, SSTCMIP6

h,m is the 2000-2009 average CMIP6 historical SST for month m
and SSTCMIP6

pi,m is the average CMIP6 PiCon pre-industrial SST for month m.
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The yearly weighting factors were calculated using the CMIP6 MIP-ESM historical
and PiConpre-industrial T2m, tomake sure theweights are related to an atmospheric
warming of 2 °C, as shown in the upper right part of Figure 5.3 and inmore detail con-
cerning the progression over each year in Figure 5.4. The historical T2m values were
normalised to the 163 year averagedPiConT2m, seeEquation5.3. This normalisation
requires a bias correction, as the PiCon simulation has a slightly lower temperature
average than the historical pre-industrial years (1850-1900), by 0.036 °C (α in Equa-
tion 5.3). After normalisation, any negative values are set to zero, to prevent nega-
tive weighting factors. The temperature progression is smoothed using a rollingmean
(window=30 and periods=5, whichmeans an average of 30 values, minimumof 5 val-
ues have to be present to calculate a usable result), as shown in Figure 5.4b. Smoothing
a positive trend causes the smoothed average to be below the non-smoothed values, as
is the case with the 2000-2009 smoothed average. The rolling mean is thus bias cor-
rected by multiplying it with 1.05 to make the smoothed curve fit the not smoothed
values. The process of creating the rolling mean weights is shown in Equation 5.4.

Tn =
1
5

5∑
i=1

(Th,i − Tpi) + α (5.3)

wy =

1
5

∑2
k=−2(Tn

(y−k))β
Tn
2000−2009

(5.4)

where Tn is the normalized 1850-2013 yearly historical CMIP6 T2m, Th,i is the his-
torical 1850-2013 CMIP6 two-meter temperature (5 members), Tpi is the 1850-2013
CMIP6 PiCon T2m (one member only), and α is the bias correction constant of
0.036. To compute the warming pattern wy, the rolling mean of Tn (window=30,
periods=5) is multiplied by the bias correction constant β (1.05) and divided by the
normalised 2000-2009 historical T2m average (Tn

2000−2009), which is the set of years
selected to compute the SST warming pattern and thus is equal to a weighting of 1.

The SIC values are computed based on the weighted counterfactual SST values as de-
scribedbyHurrell et al. (2008), see thebottompart of theflowchart inFigure 5.3. The
relationship between ice fraction and SST, is tested for several upper temperature lim-
its. In Figure 5.5 the effect of 4.9 °C, 3 °C and 1 °C upper temperature limits is shown
in comparison with Modern-Era Retrospective Analysis version 2 (MERRA-2) SIC
reanalysis data (Gelaro et al., 2017). The upper limit temperature is a threshold above
which no sea ice is permitted to form. The exact thresholdwill influence the SIC avail-
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Figure 5.3: Flowchart for creating ECHAM_SNC counterfactual SST and SIC.

able in the simulations. Although none of the temperature limits agrees completely
with the MERRA-2 reanalysis, the 3 °C SIC concentrations give the best results for
the Boreal summer. Since the Northern Hemisphere land mass is much closer to its
pole than the land mass of the Southern Hemisphere, deviations of Arctic ice may
cause the largest influences on the simulations of over land weather. Therefore, the 3
°C upper temperature limit is selected. Note that the influence of SIC is limited in the
storyline experiment, due to the nudging of the atmosphere overwriting the pole to
equator temperature gradient influence on the formation of storms and the position
and strength of the jet stream.

The nudging conditions and GHG values are equal to those in the 2010-2014 coun-
terfactual simulations (see Table 5.1). In addition, the initialisation is performed the
same way, using the counterfactual spin up result.
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Figure 5.4: Process of computing counterfactual weighting factors. a) time series of CMIP6 MPI‐ESM historical
T2m, individual members (grey lines), member average (blue line), normalised using the CMIP6 MPI‐ESM PiCon
pre‐industrial average, orange line on zero for reference. b) time series of weighting factors, non‐smoothed
weighting factors (blue dashed line), the smoothed weighting factors (green line), pre‐industrial zero lower limit
(orange line) and the warming pattern 2000‐2009 upper limit (red line).

Analysis of the ECHAM_SNC simulation shows that the procedure does not ad-
equately account for the averaged global T2m. Figure 5.6a shows the global aver-
age T2m for the ECHAM_SN, ECHAM_SNC and an offset ECHAM_SNC. The
averaged global temperature of ECHAM_SNC is systematically too cold. The off-
set temperatures are bias corrected for 1.008 °C to check for the expected fit with
ECHAM_SN, meaning that the pre-industrial years of both ECHAM_SN and the
offset ECHAM_SNC are overlapping, the recent years show an increase in temper-
ature for the ECHAM_SN dataset due to the climate signal where ECHAM_SNC
remains stable at pre-industrial levels. This means that the ECHAM_SNC global
average T2m is 1 °C too cold. In panel b, the difference in temperature between
ECHAM_SN and ECHAM_SNC in °C is shown, and in panel c, the average T2m
versus degree latitude. These two panels depict where the temperature underestima-
tionoriginates. There is a clear temperatureproblemat thepoles,where theECHAM_SNC
is locally up to 10 °C too cold. The zonal averages show that this is unique to the
ECHAM_SNC simulation, as the difference between factual and counterfactual is
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Figure 5.5: Comparison of a) MERRA‐2 SIC and the SIC based on the NCEP SST values for different upper tem‐
perature limit above which no sea ice is permitted to form b) 4.9 °C, c) 3 °C and d) 1 °C.

much more subtle than ECHAM_SNC portrays. The problem lies in the SIC alter-
ations made for the long simulation, meaning that the counterfactual SIC is overesti-
mated and causes a temperature drop in the atmosphere directly above the ice.

However, the spectral nudging limits the influence of the underestimated polar tem-
perature. For example, the number and strength of storms is nudged towards NCEP-
R1 and therefore not influenced by an altered pole-equator temperature gradient, the
same holds for the location and duration of an atmospheric blocking. Despite the
polar region temperature underestimation, the data remains usable for attribution re-
search between 50 °S and 65 °N, notedwith dashed grey lines in Figure 5.6 panel b and
c. The truncated dataset will be made available for peers, be it with a user warning.

5.3 Plus 2 degrees counterfactual

The technical aspects of the plus2 storyline is based on the same principle as the 2010-
2014 counterfactual, including unaltered SIC, but with different SST and GHG lev-
els. The boundary conditions are estimated using the CMIP6 MPI-ESM ssp585 sce-
nario, a scenario based on a combination of the representative concentration pathways
(RCP) 8.5 global forcing, with the shared socioeconomic pathway (ssp) number five.
Both these RCP and SSP scenarios simulate a high-end possible future (O’Neill et al.,
2014) and shows a close to linear increase in temperature until after the 2 °C global
warming mark, where other scenarios tend to stabilize before that point. Despite the
low chances of the RCP8.5 scenario actually materialising in the future (Stammer et
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Figure 5.6: 1948‐2015 2 meter temperature for a) ECHAM_SNC, ECHAM_SN and an offset of ECHAM_SNC by
adding 1.008 °C to the ECHAM_SNC global average values b) difference between ECHAM_SNC and ECHAM_SN
time average, and c) 2 meter temperature averages per latitude for ECHAM_SNC in blue, ECHAM_SN in orange,
the three factual and counterfactual members (2010‐2014 simulations) in grey and black respectively. Grey
dashed line is the set limit of reliable data based on T2m underestimation, which is at 65 °N and 50 °S.

al., 2021), the plus2 storylines canbe accurately builtwith it as only theGHGandSST
values are used as a reference for a two degrees warmer world. The T2m exceeds two
degrees global warming, with respect to the pre-industrial temperature, between the
years 2044 to 2053. That time period is then used to create an SST warming pattern
and calculate the GHG concentrations, which form the new boundary conditions.
The latter are the 2044-2053 average GHG concentrations, as listed in Table 5.2.

To create SSTs for the plus2 storyline, a weighted warming pattern is added to the
NCEP-R1 observed SST as shown in Equation 5.5. As with the 2010-2014 counter-
factual simulation (Equation 5.1), one general warming pattern is computed. This
warming pattern translates to a 2 °C global warming in comparison to pre-industrial
circumstances. The NCEP-R1 SST values include a climate-change signal, and thus
thewarmingpatternneeds tobeweighted to account for the inherent transient climate-
change signal in the time series. As an example, theNCEP-R1 SSTfile of January 2012
will already have a climate signal in it that corresponds to the level of climate change
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Table 5.2: The greenhouse gases (GHG) concentrations for the ECHAM6 plus 2 degree counterfactual simula‐
tions.

Greenhouse Gas Concentration

Carbon dioxide (CO2) 553 ppmv
Methane (CH4) 2411 ppbv
Nitrous oxide (N2O) 357 ppbv
Trichlorofluoromethane (CFC11) 142 pptv
Dichlorodifluoromethane (CFC12) 370 pptv

in 2012. If a warming pattern with the difference between a plus2 and pre-industrial
world would be added, the result would overshoot. The warming pattern has to be
weighted in such away that it adds only the climate signal between 2012 and the plus2
degree world, so that it totals to the correct climate signal. The process of calculating
the plus2 SST is therefore as in Equation 5.5.

SSTy,m,p2 = SSTNCEPR1
y,m + wy(SSTCMIP6

s − SSTCMIP6
pi ) (5.5)

where SSTy,m,p2 is the plus2 weighted SST at year y andmonthm, using SSTNCEPR1
y,m as

the SST observed at year y andmonthm,wy is the weighting factor at year y, SSTCMIP6
s

is the 2044-2053 average of the CMIP6 ssp585 scenario SST and SSTCMIP6
pi is the

CMIP6 historical 1850-1920 average.

Theweighting factors are computedbasedon thenormalised atmosphericnear-surface
temperature member values shown in the Figure 5.7a, which runs from 1850-2100.
These years of data are a combination of the historical simulation (1850-2014) and the
ssp585 scenario (2015-2100) T2m, and exhibits a smooth transition from one dataset
to the other. The normalised T2m is computed as shown in Equation 5.6, where Tn

p2
is the normalizedCMIP6 historical and ssp585 yearly T2m,Th,i is theCMIP6 histori-
cal and ssp585 scenario T2m (1850-2100, 10members) andTpi is the 1850-1920 T2m
reference, computed from theCMIP6 historicalMPI-ESM simulation (10members).
As normalisation was performed with the years 1850-1920, their values are set to zero
to prevent negative weighting factors. To compute the warming pattern (wy) as in
Equation 5.7, the rollingmean (windows=30, periods=5) is calculated for the comple-
ment of Tn divided by Tmax with Tmax being the 2 °C of global warming considered.
The weighting factors have to be computed from the complement to ensure both the
smaller climate signals in earlier years and the large climate signal in the more recent
years all increased to a maximum of 2 °C warming. In Figure 5.7b the results show
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a good fit of the smoothed weighting factors (green) with the member average (blue
dashed).

Tn
p2 =

1
10

10∑
i=1

(Th,i − Tpi,i) (5.6)

wy =
1
5

2∑
k=−2

((
1−

Tn
p2

Tmax

)
(y−k)

)
(5.7)

Figure 5.7 shows the computation for weights based on T2m. In panel a, the T2m
for the 10members of the CMIP6MPI-ESM ssp585 scenario, an average of themem-
bers and a rolling mean of that average are visualized. The values are normalized for
the pre-industrial average (orange line). The red horizontal line represents the two
degrees of increased global temperature. In panel b these temperatures are then trans-
ferred to weights with a value of one for the years that have no inherit climate-change
signal, zero for the years used for the warming pattern average, and a negative number
(which would cause a strengthening of the warming pattern) for the years after which
the warming pattern is made. Since the plus2 simulation spans the years 2010-2014,
there is no need for negative weights in this application.

Note that the boundary conditions used to create the storyline were taken from a two
degree warmer world, the resulting difference is only 1.55 °C between plus2 (global
average mean temperature 15.15 °C) and counterfactual (global average mean tem-
perature 13.60 °C). The storyline is labelled plus2 based on the underlying boundary
conditions, but resulted in a conservative estimation of the actual climate-change sig-
nal.

5.4 Reference data-sets

Throughout this study there are several observation and reanalysis datasets used for
comparison with the findings. They are shortly listed here:

1. Reanalysis

(a) ECMWFReanalysis v5 (ERA5) (Hersbach et al., 2020)
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Figure 5.7: Process of computing plus2 weighting factors where a) is the two‐meter temperature of the CMIP6
MPI‐M historical and ssp585 scenario simulations, 10 members (grey lines). The member average is shown in
blue. b) weighting factors of inverse member average in blue and rolling mean in green.

(b) ECMWFReanalysis vInterim (ERA-Interim) (Dee et al., 2011)

2. Observations

(a) GlobalPrecipitationClimatologyCentre (GPCC) (Schneider et al., 2015)

(b) GlobalPrecipitationClimatologyProject (GPCP) (Huffmanet al., 2009)

(c) MetOfficeHadleyCentreUnitedKingdomgridded climate observations
(HadUK-Grid) (Hollis et al., 2019)

Results with temperature fields are generally compared to those in ERA-Interim and
later in ERA5. Since the change from the older ERA-Interim to the new ERA5 hap-
pened during the time of this study, there are results still compared to the first and
others to the second. NCEP-R1 is the nudging data and therefore at times it is used
for reference to show if the extreme event under study is well resolved in the nudging
dataset. Precipitation results are compared to either GPCC or GPCP depending on
the need for over sea data (GPCP, lower resolution) or over land only (GPCC, higher
resolution). As for precipitation in the United Kingdom, the HadUK-Grid dataset
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provides a high resolution observational dataset to compare results with. Generally,
the choice for observational references when studying precipitation is based on the
known struggles of reanalysis data to resolve precipitation correctly (Bosilovich et al.,
2008).
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Part III

Results

The conditional attribution of global and regional temperature
and hydrological changes are first shown. This will offer insight
into the performance of the storyline method, and the large scale
climate change induced alterations. Secondly, the case study results
for both temperature and hydrological extremes are analysed in
detail. The case studies involve the European heatwave of 2003 and
the Russian heatwave of 2010. The hydrological extreme case studies
are the southeastern South-American drought of 2011/2012 and the
South-England flooding of 2014.
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Global Trends

6.1 Temperature

The world has observed the effect of climate change on global average air tempera-
tures, approximately 0.7 - 0.8 °Cbetweenpre-industrial times and2010 (IPCC, 2018).
Well simulated average global temperatureswill therefore be a good indication that the
experiments are performed reliably. The average global T2m could be reproduced by
combinations of different forcings. Therefore, it is important to also look into the spa-
tially resolved pattern of climate change during historical times to validate the robust-
ness of the climate model and associated simulations. In Figure 6.1a, the 2010-2014
two-meter temperature (T2m) global averaged temperatures of the three storylines are
compared, with ERA5 as a reference. ERA5 and the factual storylinemembers follow
the same values closely. The storylines are clearly split from each other, and the three
members per storyline show little differences between them. The dashed horizontal
lines show the average of each storyline respectively, which are 13.60 °C in the counter
storyline; 14.28 °C in the factual storyline; and 15.16 °C in the plus2 storyline. The
difference between pre-industrial and present day is therefore 0.68 °C, and a good ap-
proximation of global warming. The plus 2 degree storyline is actually 1.6 °C warmer
than the counterfactual storylines, which makes the experiment conservative as it un-
derestimates the global warming by 0.4 °C. In Figure 6.1b the factual member average
two-meter temperature shows a realistic temperature gradient over the globe, in panel
c and d the different storylines are compared to each other with stippling to indicate
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robustness (where themembers of each storylines are separated by at least 0.1 °C from
the members of the other storyline).

The SST warming pattern is clearly visible in the over sea air temperatures (see also
Figure 5.1). When comparing the factual and counterfactual (panel c), the warming
is uniformly robust over the globe and is especially evident over land, with a maxi-
mum regional warming up to 2.0°C. For the warming in the plus2 degree world, the
signal becomes even clearer. The signal stays equally robust but has now reached a
maximum regional temperature increase up to 2.3°C. Despite the signal being glob-
ally robust, the actual value ofwarming is not the same over each area of landmass, nor
is it the same between past (panels c) and future (panels d). A remarkable difference is
found for the warming of Scandinavia, where in the past a strong warming has been
counter balanced by a cooling SST patch near the coast, and in the future that cooling
patch has strongly diminished, causing Scandinavia to warm up as strongly as cen-
tral Russia. The cooling SST pattern mostly occurs in the central Atlantic, affecting
not only Scandinavia but also large portions of the North East Atlantic and Nordic
seas. It is generally related to the so-called North Atlantic Warming hole. There is
no consensus on the cause of the warming hole, a possible cause is a decrease in the
North Atlantic Meridional Overturning Circulation (NAMOC). This effect might,
however, be compensated in the future by a steady increase in temperatures (Keil et
al., 2020). Overall, there is a strong and robust climate signal in the global two-meter
temperatures.

The climate signal in temperature varies between seasons as much as it varies per loca-
tion. In Figure 6.2 the factual and the differences between factual and counterfactual,
aswell as plus2 and factual, are shownper season (December-January-February (DJF),
March-April-May (MAM), June-July-August (JJA), September-October-November
(SON)). The strongest temperature increases over land are visible for JJA with a max-
imum regional temperature increase between factual and counter of 2.8 °C and be-
tween plus2 and factual of 3.7 °C, see also Table 6.1. The overall largest regional tem-
perature differences between factual and counter can be found in the Middle East in
JJA and SON,when this region is going through their summer. Despite a difference in
the absolute temperatures per season, the robustness of the climate signal stays equally
strong over the seasons.
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Figure 6.1: Global 2010‐2014 two‐meter temperature for a) monthly global average for the three storylines and
ERA5 for reference, the average temperature per storyline in dashed coloured lines respectively. b) factual mem‐
ber average, c) difference between factual and counterfactual member average storylines, d) difference between
the plus2 and the factual member average storylines. Stippling indicates robustness, where all the members of
each storyline are well separated from those of the other storyline by at least 0.1 °C.

Table 6.1: Average and maximum global seasonal temperature differences

Season F-C max F-C mean P-F max P-F mean

DJF 2.34 0.69 2.68 0.95
MAM 2.06 0.70 2.46 0.89
JJA 2.76 0.69 3.67 0.89
SON 2.70 0.73 3.41 0.94

6.2 Precipitation

Precipitation response to climate change is not as uniform over the globe as is temper-
ature. Figure 6.3 shows the average precipitation anomaly over 2010-2014 for a) Fac-
tual anomaly calculated based on ECHAM_SN climatology, b) Global Precipitation
Climatology Project (GPCP) observations, c) ERA5 reanalysis, d) difference between
factual member average and theGPCP observations, e) difference between the factual
member average and ERA5 reanalysis, f) difference between GPCP observations and
ERA5 reanalysis, g) difference between factual and counterfactual member averages,
h) difference between plus2 and factual member averages, i) difference between plus2
and counterfactual, j) overview of domains used in the global precipitation study: A
is Mexico, B is Scandinavia, C is Australia and D is India. The global regions are NH
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Figure 6.2: Seasonal 2010‐2014 averaged two‐meter temperature for a) factual member average, b) difference
between factual and counterfactual member average, and c) the difference between plus2 and factual member
average.

for Northern Hemisphere, TR for tropical region and SH for Southern Hemisphere.
Precipitation anomalies are shown for a clearer view on the differences between the
worlds, where for temperature in the previous section the climatology maps were suf-
ficient. Over the Pacific, the Americas, the North Atlantic, Europe and Russia the
factual simulation matches well with the observations and reanalysis. However, over
the Indian Ocean, northern Africa and the Middle East ECHAM6 overestimates the
precipitation. This is clear frompanel d and ewhere the difference between the factual
member average and the observations and reanalysis are shown. Note that the reanal-
ysis also has over and underestimation issues, as shown in panel f, as precipitation is a
complex variable to resolve. The difference between the storylines for global precipi-
tation show a clear pattern of drying over Europe, north-westAfrica, Central America
andwestUnited States, and a pronouncedwetting overCanada,most of SouthAmer-
ica and equatorial Africa. The difference in the past (panel g) and the future (panel h)
are not linear, presumably due to the differences in SSTwarming patterns for the past
and future, and so affecting the alterations in precipitation patterns.
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Figure 6.3: Global 2010‐2014 precipitation anomalies in % based on 1981‐2010 climatology for a) Factual
anomaly calculated based on ECHAM_SN climatology, b) Global Precipitation Climatology Project (GPCP) ob‐
servations, c) ERA5 reanalysis, d) difference between factual member average and the GPCP observations, e)
difference between the factual member average and ERA5 reanalysis, f) difference between GPCP observations
and ERA5 reanalysis, g) difference between factual and counterfactual member averages, h) difference between
plus2 and factual member averages, i) difference between plus2 and counterfactual, j) overview of domains used
in the global precipitation study: A is Mexico, B is Scandinavia, C is Australia and D is India. The global regions
are NH for Northern Hemisphere, TR for tropical region and SH for Southern Hemisphere.
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The areas that show a consistent sign generally are the regions for which there is a
robust signal (denoted with stippling where all members of each storylines are well
separated from those of the other storyline). This leaves uncertainties for regions such
as Asia and Australia. Precipitation attribution is more complex than temperature at-
tribution due to the complexity in the generation of precipitation of either convective
or stratiform precipitation processes, which are depending on localised hydroclimate
variability.

In Figure 6.4 the average precipitation inmm ·day−1 for a) the globe, b) theNorthern
Hemisphere, c) the Tropical region and d) the Southern Hemisphere are shown (see
also Figure 6.3j for the definition of each of these subregions), in comparison toMPI-
M coupledmodel climatology and both ERA5 reanalysis andGPCP observations for
reference. As precipitation is strongly influenced by SSTs, especially in the vicinity
of coastal areas and the tropics, the outcome of our atmosphere-only simulations are
compared to the MPI-M coupled simulations. The nudged storylines nicely capture
the year to year variability in precipitation. The total precipitation in the model is
overestimated compared to observations, which can be traced back to the precipita-
tion simulations of the tropical region in panel c. Each storyline shows a clear sepa-
ration from the others, meaning that the precipitation amounts in the storylines are
altered due to climate change. A good example of climate change induced alterations
to the thermodynamics of precipitation is the winter of 2013/2014 for the North-
ern Hemisphere, where the plus2 storyline completely separates from the factual and
counterfactual. The climate signal is variable over time, and shows differences in each
season. In the tropics, the largest difference between storylines is found in the sum-
mers. In the Southern Hemisphere the signal is far less strong, though still clearly
visible for austral winter, where the precipitation peaks. The global precipitation in-
creases systematically in linewith increased globalwarming, according to theClausius-
Clapeyron relationship.

Some regions have been found to become dryer with climate change, while others be-
come wetter (IPCC, 2018). However, the year-to-year seasonal climate-change signal
variability within a region is unknown. Due to the strong regional differences, the
precipitation response to climate change is further analysed using 4 regional domains
(denoted with A to D in Figure 6.3j): Mexico, Scandinavia, Australia and India. The
selection is based on the Intergovermental Panel onClimate Change (IPCC) reported
effects of climate change on the precipitation of each of these regions. In the follow-
ing sections, the results are further explained per region. Since each sectionwill follow
the same structure, the analysis applied is first briefly explained before going into the
separate sections.
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Figure 6.4: Monthly total precipitation over time for a) global, b) Northern Hemisphere (30 °N‐90 °N), c) Tropics
(30 °S‐30 °N) and d) Southern Hemisphere (30 °S‐90 °S). In blue the counterfactual, yellow the factual and red
the plus2 simulation, black dashed line is GPCP observations, purple dashed‐dotted line is ERA5 reanalysis and
grey the MPI‐M mean climatology (1981‐2010) for 10 members.

The 2010-2014 precipitation analysis per region is followed by an analysis of two sea-
sons per region. The events are marked with a black box in Figure 6.5 and further
detailed in Table 6.2. The Scandinavian events exemplify the effect of climate change
in two different seasons, Australia showcases two events in the same season but with
different anomalies. India andMexico both showcase monsoon seasons, though very
different in characteristics from each other. In Figure 6.5 the monthly average precip-
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itation over each region is shown. The storylines are compared toGPCP observations
for reference. Since El Niño–Southern Oscillation (ENSO) and Circumglobal Tele-
connection Index (CGTI) have a large influence on precipitation and monsoon pat-
terns (further explained in section 6.2.4), their index is added in panel e. In Figure 6.6
the maps for factual precipitation is found in panel a, the past (difference between
factual and counter) in panel b, the future (difference between plus2 and factual) in
panel c, and the overall climate signal (difference between plus2 and counter) in panel
d. The stippling in themaps shows robustness, where all themembers of one storyline
are well separated from themembers of the other storyline by at least 1 %. The precip-
itation differences found between the factual, counterfactual and plus2 simulations
are meaningful if they are outside of the internal variability within each ensemble. A
different way of saying this, is that the differences are meaningful if the two ensem-
bles are distinguishable from each other. To assess this in a statistical manner, tem-
perature differences between pairs of factual members (FF), counterfactual members
(CC), plus2 member (PP), factual-counterfactual pairs (FC), plus2-factual pairs (PF)
and plus-counterfactual pairs (PC) are plotted for each extreme in Figure 6.7. The FF,
CC and PP pairs have a median close to zero and represent the noise level and consist
each of three pairs (F1-F2, F2-F3, F3-F1 / C1-C2, C2-C3, C3-C1 / P1-P2, P2-P3, P3-
P1). The FC, PF and PC pairs contain the signal, each consisting of nine pairs (FC
example: F1-C1, F2-C2, F3-C3, F2-C1, F3-C2, F1-C3, F3-C1, F1-C2, F2-C3). Each
box plot represents the distribution of precipitation differences across the pairs and
across all grid points. The grey horizontal band is the noise level of the median based
on the CC, FF and PP medians. The grey dotted line is for reference only.

6.2.1 Mexico

Mexico has a summermonsoon climate, with precipitation between July and Septem-
ber. Monsoons have a strong dynamical factor in their timing and location, which
may explain why attribution studies have struggled with large uncertainties in how
the North American Monsoon (NAM) might respond to climate change (Wang et
al., 2021). Some studies found a pronounced drying effect (Cook and Seager, 2013;
He et al., 2020), others either a weak drying signal, or no effect (Pascale et al., 2019),
and again others found an increase in precipitation (Carvalho, 2020). Despite the
scarcity of precipitation observations in Mexico, there are observational studies avail-
able that found a general decrease in Mexican precipitation between 1970 and 2000
(Cuervo-Robayo et al., 2020). While a lack of observations makes analysis difficult,
the large uncertainties in themodels can rather be linked to the uncertainties from the
dynamical situation (Pascale et al., 2019). That is exactly why the method presented
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Figure 6.5: Monthly total precipitation [mm/day] and the two case study events marked with a black box for
a) Mexico, b) Scandinavia, c) Australia and d) India. For comparison e) is the El Niño Southern Oscillation index
(Nino 3.4) in bars, blue for La Niña (values reaching below blue dashed line, axis on the left and red for El Niño
(values reaching above red dashed line, axis on the left). The green line is the Circumglobal Teleconnection Index
(CGTI) [%], of which positive values indicate increased precipitation in the north‐west of India (axis on the right),
calculated with NCEP‐R1 geopotential height at 200 hPa.

here is an important tool for analysing climate change and monsoonal rains.
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In Figure 6.5a, the total domain average precipitation over time shows the distinct
inter-annual monsoon variability. During the monsoon precipitation, the counter-
factual peaks with the highest amount, which indicates that in a world without cli-
mate change there would be more precipitation, and shows a drying of the NAM.
Finding an increased climate signal during large precipitation events could indicate a
state dependent climate signal.

The two selected case study events (M1andM2 inFigure 6.5), have comparable anoma-
lies in the factual as shown in Figure 6.6a – M1 and M2, and both have a negative
anomaly in the north-west and east coast. There is a positive anomaly visible in a band
from north to south at the centre of Mexico. Anomalies are visibly stronger in M2
than M1. The differences between future and past, for both events, show a strong
reduction of precipitation on the western half of Mexico, and nearly all of the south-
ern domain. The differences between past (F-C) and future (P2-F) are not equal over
space, though they do show the same sign – a drying. In Figure 6.7a the robustness of
the drying trend is visualised in the signal-to-noise analysis. Note that despite a clear
signal from noise for M1 FC, this is not so clear for the M1 PF. This indicates, as seen
in Figure 6.6, that the changes in the past, and those in the future are not the same.
There is no linear response of precipitation to the increasing climate signal. That said,
the overall climate signal (PC) is robust, moving far out of the region of noise, for a
decrease in NAM precipitation during the 2012 and 2014 events.

6.2.2 Scandinavia

Scandinavia’s climate goes frommild in the southern regions to alpine tundra climate
in the Norwegian and Swedish mountains. Precipitation happens throughout the
year, but is generally the most present from mid-summer all the way through to the
beginning of winter. Climate change is expected to cause an increase in precipitation
(Hanssen-Bauer et al., 2005; Sillmann et al., 2013), but results differ vastly from re-
gion to region (Devasthale et al., 2022). Moreover, the characteristics of precipitation
is different whereas monsoons are in a tropical climate with a strong seasonal compo-
nent, northwestern Europe has a year-round precipitation based on stratiform pro-
cesses. Hegdahl et al. (2020) performed a storylines study on precipitation connected
to atmospheric rivers in western Norway. Their conclusion was that climate change
will cause more catchments to be affected by extreme precipitation induced flooding.
As the air temperatures are expected to increase in the future, atmospheric rivers can
make landfall in conditions above freezing point, despite atmospheric rivers being a
typical winter phenomenon, which is expected to increase rain instead of snow and
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could cause large flooding problems (Whan et al., 2020).

In Figure 6.5b the differences between domain average precipitation (which by de-
fault includes all forms such as snow, rain, etc.) of different storylines is not as clear
as with Mexico in panel a. Generally, there seems to be little signal. However, when
looking into the event boxes, in event S1 the counter peaks above the plus2, possibly in-
dicating a drying from climate change. Then in event S2 the opposite is shown, plus2
peaking above factual and counter, likely indicating a wetting. In the precipitation
maps (Figure 6.6 – S1, S2) the factual anomalies for the two events are very different
from each other. For S1, which is a summer event, there is a strong negative anomaly
over the Russian part of the domain, and a strong positive anomaly over Sweden and
Finland. The differences between factual and counter is almost negligible for S1, but
show a band of robust increase in precipitation in Norway and Sweden. The afore-
mentioned wetting is not visible in the future (plus2 – factual), though a stronger de-
crease in precipitation is nowvisible over Latvia, Estonia andRussia. Overall, there is a
clear climate signal in S1, be it for two different signs: an increase in precipitation over
the border region between Norway and Sweden, and a decrease in precipitation over
Russia, Latvia, Estonia and Lithuania. The autumn event, S2, has positive anomalies
overall, with some smaller patches of negative anomalies in south Sweden. A slight
future wetting of the northern part of the domain is found. These climate signals are
only visible when averaging 3 months or more, and can therefore be considered a sea-
sonal signal.

The robustness of these results are somewhat difficult to determine with Figure 6.7b,
as both negative and positive signals are present in the domain, cancelling each other
out in an average. Event S1 still shows an almost linear decrease in precipitation, with
a clear signal-to-noise ratio in PF and PC. Event S2 has an increase in precipitation,
which is not visible in FC, but is clearly visible in PF.

6.2.3 Australia

TheAustralian climate ranges fromdesert in the central regions, to tropicalwithmon-
soonal precipitation in the north. Climate change projections predict a drying of the
southwest and southeast of the Australian continent, though these expectations differ
much between seasons (Evans et al., 2021).
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Figure 6.6: Total Precipitation maps for a) Factual anomaly computed with ECHAMS_SN 1980‐2010, b) differ‐
ence between factual and counter, c) difference between plus2 and factual and d) difference between plus2 and
counter. M for Mexico, S for Scandinavia, A for Australia, I for India. Each event, two per domain, is marked with
1 or 2 as shown in Figure 6.5.
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From observations, the effect of climate change has initiated a positive trend in ‘fire
weather’ in southern Australia, where weather conditions, such as increased temper-
atures and reduced precipitation, are increasingly favourable for bush fires (Dowdy,
2018). Though the attribution of specific bush fire disasters is complex and plagued
with model bias issues, there are studies that found climate change negatively influ-
enced the 2019 fires by enhancing drought, and a general increased bush fire risk (van
Oldenborgh et al., 2021a). Mindlin et al. (2020) included precipitation for Australia
in a dynamical storylines study of the Southern Hemisphere circulation (see also sec-
tion 2.1) and found a drying for southern Australia, especially in austral winter, when
considering a strengthening of the polar vortex and tropical amplification of global
warming. The opposite may happen to the Australian monsoon in the north, which
is expected to become stronger with higher amounts of precipitation in the same time
frame, which can lead to increased flood risks (Wang et al., 2021).

In Figure 6.5c there is little separation between the storylinemembers visible, with the
strong exception of the 2011 summer precipitation event (A1). The counterfactual is
below the factual and plus2 members, indicating a wetting of the precipitation event.
The same is visible for summer 2012 (A2) and also for summer 2014, although the
differences are smaller and the signal is more noisy. There is no clear climate signal
in precipitation during the dryer season. Note that for drought, other variables than
precipitation should also be considered, see Chapter 8. In Figure 6.6a - A1 the factual
precipitation anomaly shows increased precipitation over most of Australia, while for
A2 the picture shows more variability between drying in the west and central north,
andwetting in the south andpieces of the north-east coast. Note that centralAustralia
has a desert climate, thus a small difference in precipitation can cause large percent-
age changes, therefore the results in this region should be treated with care. The A1
event shows a robust wetting in the north when comparing F-C (A1 panel b), which
is not visible for the future projection (P2-F, A1 panel c). In total though, the P2-C
(A1 panel d) precipitation is clearly robust for wetting in the north, which can be re-
lated to the wetting of the Australian monsoon (Wang et al., 2021). This result does
not differ significantly for event A2, with wetting in the north, but the robustness is
less for the past (A2 panel b). Moreover, there is a band of robust drying visible in the
southeastern coastal region starting north from the Spencer Gulf moving south-east
towards the coast east fromMelbourne, in both past and future (A2 panel b, c and d).

In the signal-to-noise analysis (Figure 6.7c), there is a clear signal for the past attri-
bution, but for the future there is no climate-change signal detectable in either of the
events. The overall attribution, however, is clearly showing awetting climate signal for
both events A1 and A2. The signal might be lost or reduced due to the large domain,
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with both wetting and drying regions cancelling each other out. Another important
point might also be that different sources of influence can have an effect on precipi-
tation for past and potential future scenarios, additionally complicating the detection
of robust signals.

6.2.4 India

India is known for its monsoon climate, where the peak precipitation of the South
Asian summer monsoon (SASM) is during summer from June to August. Of all the
examples given in this chapter, the analysis of climate change impacts on the SASM is
arguably themost complex. The complexity lies, amongother things, in the SASMde-
pendency on teleconnections such as ENSO, land use that alters the land-atmosphere
processes, and strong regional variability in precipitation changes (Di Capua et al.,
2020; Ghosh et al., 2018; Singh et al., 2019). This regional component should, how-
ever, be true for all subregions under investigation. Observations show a decrease in
monsoonal precipitation in India since the 1950s. However, the projections show a
strong precipitation increase for future monsoons (Douville et al., 2021).

In the precipitation time series (Figure 6.5d), the plus2 storyline members peak at
higher precipitation totals during each monsoon season, compared to both counter
and factual storylines, indicating a monsoon wetting in agreement with Douville et
al. (2021). As with Mexico, two monsoon events are studied, but like Australia with
different precipitation anomalies. In event I1, the plus2 storylines peak visibly higher
in amounts than the factual and counter storylines, which seem to peak at roughly
the same amount. For event I2, the storylines behave somewhat differently. Here, the
plus2 and factual peak roughly at the same lower amount, but the counterfactual sto-
ryline is visibly below that. Note that I1 occurs in between two consecutive La Niña
events (see Figure 6.5e), whereas I2 is likely under the influence of the Circumglobal
Teleconnection Index (CGTI) reaching up to 0.6 % above normal. These two remote
drivers, ENSO and theCGT, can cause different precipitation patterns during SASM.

Themaps inFigure 6.6a– I1 and I2 showavastly different factual precipitation anomaly
for each event. I1 has negative anomalies on the west coast and somewhat positive
anomalies in the south and north of the domain. I2 on the other hand, shows an east-
west dipole pattern with strong positive anomalies in the centre and north-west, but
negative anomalies in the east. This anomaly pattern is most likely related to the in-
fluence of a positive CGTI. When looking at the difference between the factual and
counterfactual (F-C) in Figure 6.6b, I1 shows themost robust signal in the south with
higher wetting percentages. Simultaneously, the north-west coast is experiencing a

59



Results

CC FF PP FC PF PC

60

40

20

0

20

40

Ev
en

t 1
 

 P
to

t [
m

m
]

a) Mexico

CC FF PP FC PF PC
60

40

20

0

20

40
b) Scandinavia

CC FF PP FC PF PC

50

25

0

25

50

75

100

c) Australia

CC FF PP FC PF PC
100

50

0

50

100

150

200
d) India

CC FF PP FC PF PC

80

60

40

20

0

20

40

Ev
en

t 2
 

 P
to

t [
m

m
]

CC FF PP FC PF PC

20

10

0

10

20

30

CC FF PP FC PF PC
40

20

0

20

40

CC FF PP FC PF PC
100

50

0

50

100

150

Figure 6.7: Distributions across grid points of differences between ensemble members in precipitation [mm],
FF: differences between pairs of factual members; CC: differences between pairs of counterfactual members;
PP: differences between pairs of plus2 members; FC: differences between pairs of factual and counterfactual
members; PF: differences between pairs of plus2 and factual members and PC: differences between pairs of
plus2 and counterfactual members. The boxes represent the 25th‐to‐75th‐percentile range of the distributions,
the red lines represent the 50th percentiles (the median), the grey band is the noise level based on the medians
in CC, FF and PP for a) Mexico, b) Scandinavia, c) Australia and d) India.

dryer monsoon. The future differences (P2-F) for I1 in Figure 6.6c, shows that the
regions of robust signals are in the North, with an increase in precipitation. The ef-
fect of climate change on the precipitation pattern is therefore not the same for past
and future. Comparing the factual anomaly with the difference between plus2 and
counterfactual (P2-C) (Figure 6.6d – I1), the climate signal is making the negative
anomalies even dryer and the positive anomalies even wetter, with robust signals over
the North and South of India. The differences between factual and counterfactual
for I2 are comparable to those of I1, despite the very different factual anomalies, with
robustness in roughly the same regions. A clear difference, however, is the band of
reduced precipitation from the north-west coast in I1, located centrally and reaching
almost entirely fromwest to east coast. This bandhas a positive anomaly in the factual,
and shows that the climate signal can reduce precipitation over a positive anomaly as
well. The difference in I2 precipitation for the future looks very different from that of
the past, with a strong increase in precipitation of the central west coast and a strong
decrease in precipitation over the central northern band.

The general signal-to-noise ratio, as seen in Figure 6.7d, is strong for I1. In I2, however,
the PF difference is too small and within the noise range. That said, the total climate
signal in PC is robust. It is clear that the effect of climate change in the past is not the
same as it might be in the future, which does not take away that in total (PC) there is a
robust and strong climate-change signal in both events for increased precipitation in
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SASM.

6.3 Discussion and conclusion

Both the global average T2m and the global spatial T2m patterns simulate well, with
highly robust climate signals found between the different storylines. Also, seasonally
the differences betweenworlds are robust, meaning a strong climate change impact on
regional and global temperatures. The global increase in temperatures due to climate
change is uniform over land areas, though stronger in regions that already experience
warm temperatures in summer. These global results show that the model in its cur-
rent set-up simulates a reliable result and is in agreement with climate-change signals
found in the IPCC report on 1.5 °C climate change (Hoegh-Guldberg et al., 2018).
In Figure 6.8 the temperature differences analysed with free running CMIP5 models
show a recognisable pattern, in agreement with the pattern found in this study. There
is an overall robust signal for global temperature increase, stronger over land than over
sea. The lack of robustness over the cooling SST patch in the North-Atlantic is visi-
ble here as well. The global gradient of less warming in the Antarctic to the strongest
warming found in the Arctic, is comparable between the IPCC reference and the sto-
rylines. The polar amplification in the Arctic, however, is more pronounced in the
IPCC results than the storylines.

Global precipitation is overestimated around arid regions (Sahara, middle-east and
south-east Asia) when comparing with observations. Note that small amounts of
precipitation can make large anomalies due to the dryness in these type of regions.
However, I also show that these biases are the same for ERA5 reanalysis and for the
MPI-ESM coupled simulations. Moreover, the observational global datasets also have
biases that should be considered (Tapiador et al., 2017). This suggests that the difficul-
ties models have with resolving precipitation, and the related bias, is not made worse
by the model setup presented here. When comparing the precipitation difference be-
tween the plus2 and counterfactual storylines in Figure 6.3 with the IPCC results in
Figure 6.8 bottom centre, the patterns are remarkably similar. There is wetting at the
South American west coast, Sahara desert region and towards both the Arctic and
Antarctic, and drying over Mexico, Southern Europe, South Africa and parts of Aus-
tralia. The storylines show larger regions of robustness over land than do the IPCC
results. This robustness should be carefully interpreted as here only onemodel is anal-
ysed and with IPCC the results are based on the average of a large number of models
that might disagree with each other. The large-scale drying and wetting patterns in
the extra-tropics are also comparable to the observations, but the precipitation bias
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Figure 6.8: Global change in temperature and precipitation according using CMIP5 multi‐model ensemble ac‐
cording to IPCC. Top row is temperature difference due to global warming for left) 1.5 °C warming, centre) 2.0 °C
warming and right) difference between both. Bottom row is same as top row but for precipitation in %. Is Figure
3.3‐1 from Hoegh‐Guldberg et al. (2018).

is causing a deviation from observations. There is a clear global precipitation climate
signal, with increased precipitation in warmer storylines. However, the impact of cli-
mate change on the precipitation patterns is somewhat less robust.

Regional attribution of seasonal precipitation as done for Mexico, Scandinavia, Aus-
tralia and India is an example of continuous conditional attribution at these scales,
which is a type of analysis that storylines introduce. It showcases that despite a global
increase in precipitation, locally the precipitation characteristics can behave vastly dif-
ferent from the global trend. For the 2012 and 2014 Mexican monsoon there is a
drying found, but the 2010 monsoon had no climate signal. The Indian monsoon of
both 2011 and 2014 show a wetting, but the spatial location of the wetting inside the
domain varies greatly between the two. Moreover, the robustness of the climate signal
changes per year. The seasonal precipitation in Scandinaviawas less for the summer of
2012 but more for the autumn of 2013. The seasonal precipitation event of summer
2011 and 2012 in Australia have becomewetter and are expected to continue doing so
in a+2 °Cworld; however, the signal is not very robust. The regional precipitation fol-
lows observations better than the global precipitation. The storylines, reanalysis and
observations now show comparable results with excellently resolved seasonal variabil-
ity but lose some robustness in differences between storylines. The signal-to-noise
analysis shows that both regional drying and wetting is found with a robust signal,
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though the effect is not always linear over time and not as clear-cut for all events. Peak
precipitation, however, is systematically underestimated by the storylines. Moreover,
regional precipitation attribution has to include several months, as the robustness in
differences between storylines disappears with smaller time scales. These regional ex-
amples shown here are not meant to be exhaustive, but give an example of the new
possibilities storylines offer in continuous precipitation attribution and year-to-year
climate-change signal variability studies.
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7
Event-based Temperature Extremes

To illustrate the application of the storylines method in event-based temperature ex-
tremes, two case studies are selected: TheEuropeanheatwave of 2003 and theRussian
heatwave of 2010. These events are considered the two strongest European heatwaves
on record (Russo et al., 2014, 2015). The selected study domains are 10 °W-25 °E/35-
50 °N as the domain for the European heatwave 2003, and 35-55 °E / 50-60 °N for
the Russian heatwave 2010, in line with previous literature (Dole et al., 2011; García-
Herrera et al., 2010; Otto et al., 2012; Rasmijn et al., 2018; Wehrli et al., 2019).

7.1 European heatwave 2003

The European summer of 2003 was exceptionally hot and exceptionally dry (Black
et al., 2004; Schär et al., 2004; Stott et al., 2004). Two heatwaves occurred, a milder
one in June and an extreme heatwave in August, with peak temperatures in France
and Switzerland (Black et al., 2004; Schär et al., 2004; Trigo, 2005) but also affecting
Portugal, northern Italy, western Germany and the UK (Feudale and Shukla, 2011a;
Muthers et al., 2017). Temperatures exceeded the 1961-1990 average by 2.3–12.5°C,
depending on location, withoutmuch cooling during the night (García-Herrera et al.,
2010; Muthers et al., 2017; Schär et al., 2004; Stott et al., 2004). The 2003 summer
was at that point in time not just the hottest on record (Bastos et al., 2014; Fink et al.,
2004), it was the hottest summer in the past 500 years (Luterbacher et al., 2004). The
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consequences were devastating. Estimates account for 22,000–40,000 heat-related
deaths, $12-$14 billion in economic losses, 20-30 % decrease of Net Primary Produc-
tivity (NPP), 5-10 % of Alpine glacier loss andmanymore human health related issues
due to increased surface ozone concentrations (Ciais et al., 2005; Fischer et al., 2007;
García-Herrera et al., 2010).

Both the June and August heatwaves were caused by stationary anticyclonic circu-
lations, or blocking (Black et al., 2004). The first block formed in June, broke and
quickly reformed in July which then caused the second heatwave in August (García-
Herrera et al., 2010). However, the extreme temperatures cannot be explained by at-
mospheric blocking alone. Due to large precipitation deficits in spring that year, the
heatwaves happened in very dry conditions, enhancing the temperatures even further
(Whan et al., 2015). The lack of clouds and soil moisture caused latent heat transfer
to turn into sensible heat transfer, which dramatically increased surface temperatures
(Bastos et al., 2014; Ciais et al., 2005; Fink et al., 2004; Fischer et al., 2007;Miralles et
al., 2014). It is considered highly unlikely that the 2003 European heatwaves would
have reached the temperatures they did without climate change. The probabilistic
event attribution studies show an increased likelihood of the extreme temperatures
from increased GHGs (Hannart et al., 2016; Schär et al., 2004; Stott et al., 2004).
Other studies focused on the exceptionally high SSTs in the Mediterranean Sea and
North Sea as a cause of reduced baroclinicity, providing an environment conducive to
blocking (Black et al., 2004; Feudale and Shukla, 2011a,b). By applying the storyline
approach, both causal factors are considered together which sheds some additional
insight on this event. The dry spring leading up to the warm summer conditions was
captured by initializing the simulations by 1st March at the latest.

In Figure 7.1a, the daily evolution of the domain-averaged temperature at two me-
ters height for June, July and August for each of the ensemble members is plotted in
comparison to the ECHAM_SN 5th-95th percentile (1985-2005) climatology. The
ECHAM_SN 2010 temperature is also plotted for reference. The first thing to note
is that the factual and counterfactual ensembles evolve very similarly in time but (ex-
cept for the third week of June) are well separated, by approximately 0.6 °C, indicat-
ing a high signal-to-noise ratio at daily resolution for the domain average. This value
of 0.6 °C is in line with the global mean warming. Also, the factual members and
ECHAM_SN simulation are showing strong coherence. The factual temperatures
exceed the 95th percentile several times in June, July and August. In August, the
exceedance lasts for almost two weeks, whereas in June it does so for approximately
one week. The counterfactual temperatures are not quite so extreme; they exceed the
95th percentile only for a few days at a time in June and August. Nevertheless, it is
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Figure 7.1: Daily mean temperature at two meters height [°C] averaged over a) Europe (10 °W‐25 °E/35‐50 °N)
for summer 2003, and over b) Russia (35‐55 °E/50‐60 °N) for summer 2010, for the factual (blue), counterfactual
(red) and ECHAM_SN (dashed black) simulations. The climatology (green shaded area) is the 5th‐95th ranked
percentile range between 1985‐2015 calculated with ECHAM_SN (Schubert‐Frisius et al., 2017).

clear that there would have been a European heatwave in 2003 even without climate
change, albeit with less extreme temperatures. This analysis thus supports both of the
perspectives on the event discussed earlier, whilst providing a daily resolution of the
climate-change attribution.

The temperature differences between the factual and counterfactual ensembles are
spatially non-uniform over Europe. In Figure 7.2a the factual members average of the
two-meter temperature and geopotential height (z500) show the meteorological sit-
uation averaged over half-month periods following García-Herrera et al. (2010). Fig-
ure 7.2b shows the local differences in two meter temperatures between the counter-
factual and factual ensemble averages. Stippling is added to each grid point where all
the three factual members are at least 0.1 °C warmer than all the counterfactual mem-
bers. There is strong local variance, especially during the heatwave in the first half
of August, with differences of up to 2.5 °C. In the first period (1-15 July) the local
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differences are generally modest, except in northern Spain where they reach 1.5-2 °C.
In the second and third half-month periods (16-31 July, 1-15 August), the tempera-
tures in the factual simulations can locally be up to 2-2.5 °C higher than in the coun-
terfactual simulations, with the differences spread over a large area including Spain,
Portugal, France, Germany, Hungary and Romania. During the period 1-15 August,
which according to Figure 5a was the peak of the heat wave, the hottest area in Eu-
rope (Figure 7.2a) is located in south-west France and southern Iberia. However, the
largest differences between the factual and counterfactual simulations (up to 2.5 °C)
are found to the north of both of these regions, suggesting a shift of the peak tempera-
ture. In the second half of August, there are still some strong temperature differences
visible over most of these regions, although the differences over western France have
dampened.

As noted earlier, the dryness of the soil has been identified as an important contribut-
ing factor to the 2003 heatwave. The interest here, however, is on whether the soil
wetness differed between factual and counterfactual. In Figure 7.3a a very similar de-
cline in soil wetness for both the factual and counterfactual ensemble members from
May until the end of August is seen. The counterfactual simulations start out with
somewhat higher soil wetness than the factual simulations, but over the course of the
summer the values of both sets of simulations move closer towards each other, so that
by August the ensembles are close together. Thus, it does not appear that climate
change had a first-order impact on soil wetness in this case.

7.2 Russian heatwave 2010

In August 2010 western Russia was hit by an unprecedented heatwave caused by a
large quasi-stationary anticyclonic circulation, or blocking (Galarneau et al., 2012;
Grumm, 2011; Matsueda, 2011). It was a heatwave that broke all records such as tem-
perature anomalies during both day and night, temporal duration, and spatial extent.
The effect of soil wetness, or rather the lack thereof, on the magnitude of the temper-
atures was profound (Bastos et al., 2014; Lau and Kim, 2012; Rasmijn et al., 2018;
Wehrli et al., 2019). The 2010 Russian heatwave is considered the most extreme heat-
wave in Europe on record (Russo et al., 2015). Approximately 50,000 lives were lost,
5,000 km2 forest burned, 25% of the crop failed and over 15 billion US dollars’ worth
of economic damage was recorded due to this heatwave (Barriopedro et al., 2011; Lau
and Kim, 2012; Otto et al., 2012; Rasmijn et al., 2018). In some of the attribution
studies, the heatwave was primarily attributed to internal variability as the dynami-
cal situation strongly depended on ENSO being in a La Niña state (Dole et al., 2011;
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Figure 7.2: T2m maps where July and August are divided into four half‐month periods. Columns a and b show
the European heatwave 2003, while columns c and d show the Russian heatwave 2010. In columns a and c, the
factual geopotential height at z500 [m] is shown as black contour lines, while temperatures at two meters height
[°C] are shown as shaded fields. In columns b and d, the differences in two‐meter temperature [°C] between the
factual and counterfactual simulations are shown as shaded fields. Stippling showswhere all the factual members
are >0.1 °C above all the counterfactual members for that grid point. Note that the Russian domain is smaller,
and therefore the stippling has a different spacing than in the European domain.

Russo et al., 2014; Schneider et al., 2012). However, the likelihood of the tempera-
tures reaching such extreme values has also been assessed as being significantly exacer-
bated by climate change (Otto et al., 2012; Rahmstorf and Coumou, 2011). As with
the previous example, the storyline approach can represent both of these perspectives.
Moreover, it overcomes the general limitation of climate models to reproduce a com-
plex blocking situation correctly (Trenberth and Fasullo, 2012;Watanabe et al., 2013).

In Figure 7.1b, the daily evolution of the domain-averaged temperature at twometers
height for each of the ensemble members is shown in comparison to ECHAM_SN
2010 and the ECHAM_SN 5th-95th percentile climatological temperatures (1985-
2015). Starting after the second half of July both the factual and counterfactual tem-
peratures exceed the 95th percentile climatological temperature, peak around the 8th
of August and return to climatological temperatures around the 17th of August. This
analysis shows that this would have been an unprecedented event, even without cli-
mate change. The differences between the factual and counterfactual temperatures
during the core of the heat wave are noticeably higher (about 2°C) than in the Eu-
ropean heatwave 2003, as is the spread between the ensemble members. In contrast
to the European case, the anthropogenic warming during the core of the heat wave
is considerably higher than the global-mean warming. Both aspects are attributed —
the greatly enhanced anthropogenic warming, and the larger internal variability— to
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the fact that the Russian domain is much further inland than the European domain,
and thus the blocking conditions cut off the influence of the SST forcing and allow a
direct radiative effect of GHG increases (Wehrli et al., 2019). Note that western Rus-
sia is known for having large internal variability (Dole et al., 2011; Russo et al., 2014;
Schneider et al., 2012), which is clearly apparent in the results. It is also the case that
the Russian domain is smaller than the European domain by a factor of 3.4, which
would furthermore tend to increase the variability in the domain-averaged tempera-
ture shown in Figure 7.1.

The range of temperature differences between factual and counterfactual simulations
reached values up to4 °C locally, as seen inFigure 7.2d. Note that the scale for theRus-
sian heatwave reaches up to 4 °C, whereas the scale for the European heatwave reaches
only 2.5 °C. In the first half-month period (1-15 July), when the heatwave had not yet
started, the local temperature differences are between 0.5-2.5 °C, with the maximum
differences in the south-east of the domain. The temperature differences are largest in
the core of the blocking region, reaching up to 3.5 °C in the south-east in the second
period (16-31 July) and up to 4 °C in the south, below Moscow, in the third period
(1-15August). The blocking broke in the fourth period (16-31August) and resulted in
a virtual elimination of the temperature difference. In contrast to the 2003 European
heatwave, here the biggest temperature differences between factual and counterfac-
tual are found in the regions with the highest temperatures.

As with the 2003 European heatwave, the differences in soil wetness does not appear
to be of first-order importance to explain the temperature differences between the fac-
tual and counterfactual simulations. In Figure 7.3b the soil wetness in the factual sim-
ulations is seen to decrease somewhat more rapidly than in the counterfactual, which
could be due to the higher surface temperature and thus greater evaporation of soil
moisture. However, the soil wetness values are overlapping, and even cross each other
in the beginning of August. It must be emphasized that this is not to downplay in any
way the impact of soil wetness on the event itself, which has been well established in
the literature. It is only to indicate that the impact would have been there even with-
out climate change.
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Figure 7.3: Average soil wetness in the root zone [m] averaged over Europe in 2003 and Russia in 2010, during
July and August of each year. The factual simulations are shown in blue and the counterfactual simulations in
red.

7.3 Signal-to-noise ratio

The found results onlymake sense if the signal of climate change can be distinguished
from internal noise due to natural variability or inherent uncertainty in the method.
As done with the regional seasonal precipitation events, the heatwaves are further
studied using the signal-to-noise analysis in Figure 7.4. The half-monthly panels rep-
resent distributions of half-month averaged values, and the daily panels distributions
of daily values within the half-month period.

The daily differences for the European heatwave (Figure 7.4a) show amedian value of
approximately 0.6 °C, irrespective of whether the timeframe is during the heatwave it-
self, directly before or directly after it, consistent with Figure 7.1a. Although these are
not really probability distributions (since they include contributions from different
locations within the domain), the inter-quartile ranges can be used as measures of sig-
nal and noise. The median difference for FC is above the 75th percentile of both CC
and FF for daily values, giving confidence that our results are clearly above the noise
level. Half-monthly time averages (Figure 7.4b) produce nearly identical median val-
ues, but the spread is much smaller, as expected. The 25th percentile of FC now lies
above the 75th percentile of the CC and FF boxes.
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Figure 7.4: Distributions across grid points of differences between ensemble members in temperature at two
meter height [°C], separated into the four half‐monthly periods. FF = differences between pairs of factual mem‐
bers, CC = differences between pairs of counterfactual members, FC = differences between pairs of factual and
counterfactual members. The boxes represent the 25th to 75th percentile range of the distributions, the red
lines the 50th percentiles (the median), and the blue bars indicate the 5th to 95th percentile range. The dashed
horizontal line indicates 1 °C for reference. Columns a and b are for the European 2010 heatwave, and columns
c and d for the Russian 2010 heatwave. Columns a and c show the differences of daily averages, and columns b
and d the differences of half‐monthly averages.

ThedifferencesbetweenCFandeither FForCCfor theRussianheatwave (Figure 7.4c,d)
are clearly larger than for the European heatwave, and in contrast to the European
case vary substantially between the different periods. Consistent with Figure 5b, in
the periods outside of the core of the heatwave (1-15 July; 16-31 August) the median
difference between FC is about 1 °C. Inside the core heatwave period (16-31 July; 1-
15 August), however, the median difference is more like 2 °C, reaching 2.2 °C for
1-15 August. During this latter period, the 5th percentile whisker of half-monthly FC
differences is above the 75th percentile of FF and CC, which is a very strong signal
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indeed. When looking at the results for individual members the larger internal vari-
ability within the Russian domain (apparent also in Figure 5b) is clearly visible (not
shown), as compared with the European case.

7.4 Discussion and conclusion

Both heatwaves show an increased average daily temperature due to climate change
and simultaneously show that without climate change the temperature would have
been above the 95th percentile as well. This means that the heatwaves would have
been there despite climate change, but were enhanced due to climate change. The
analysis revealed a striking contrast between the two events. In the European heat-
wave of 2003, the effect of climate change was to increase temperatures across Europe
by about the global-mean warming level throughout the summer, and the heat wave
was simply the dynamical event riding on top of that. In the Russian heatwave of
2010, in contrast, the effect of climate change wasmuch higher than the global warm-
ing level, andwas particularly enhanced, by approximately three-fold, during the peak
of the heatwave. When considering there is no noticeable soil-moisture feedback, this
difference likely reflects the role of direct GHG radiative forcing, which can become
apparent when air masses are cut off frommarine influence. However, further analy-
sis would be required to confirm this hypothesis.

The storylines allow for the climate signal to be determinable at both daily time scales
and local spatial scales in both case studies. Difficult dynamical situations, such as the
blocking in both these events, were shown not to hinder the signal-to-noise ratio anal-
ysis, which is a significant improvement in event attribution. Blocking is a large scale
dynamical structure and well resolved by the model due to the nudging. Although
the results are promising, they do not yet prove that the method will resolve smaller
scale dynamical structures with the same high-quality results, as themethod is limited
by the resolution of the model. That said, the two case studies show that the method
allows for a separation of natural variability and climate signal. Several studies con-
cerning the Russian heatwave concluded that the event was dominantly steered by
natural variability (Dole et al., 2011; Russo et al., 2014; Schneider et al., 2012). The
results shown here indicate these conclusions were incomplete and there is a robust
and quantifiable difference in temperature due to climate change.
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8.1 Southeastern South America drought 2012

Often it is assumed that increased dryness will lead to increased droughts, the same
for wetness and floods. Dryness refers to the climatological hydrological state of a
region, whereas drought refers to an extreme event. However, in some regions cli-
mate change is expected to increase both wetness and the intensity of droughts (Ault,
2020). Southeastern South America (SESA) is a region of South America centered in
the La Plata Basin which includes Uruguay, the southeast of Argentina, the southern
tip of Brazil and the southeastern tip of Paraguay. The climate in SESA experienced
a pronounced wetting in the second half of the 20th century. The regional precipita-
tion trends are among the largest regional trends in the world (Vera and Díaz, 2015).
This includes both an increase inmean annual rainfall (Doyle et al., 2011) and the fre-
quency of extreme rainfall events (Penalba and Robledo, 2010). However, the SESA
region also suffers from regular droughts, approximately every 5 to 10 years, which
are part of the regional climate and are also to a large extent associated with strong La
Niña events (Grimm et al., 2000). Both short-term (3 months) and long-term (10-12
months) droughts have impacts in SESA, the first affecting the agricultural sector and
the second the water supplies.

Two examples of exceptionally severe droughts, in both extent and intensity, are the
summer 1988/1989 and summer 2008/2009 droughts. In Uruguay, the 2008/2009
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drought caused hydropower production, which normally accounts for roughly 80%
of the national energy supply, to plummet to 20%. In Argentina, that same drought
reduced grain production by 39%, and an estimated 1.5 million livestock were lost
(Peterson and Baringer, 2009). The extent of agricultural impact depends on the tim-
ing of each drought. Soybean and corn production will be hampered if a drought
occurs in summer (December-February). Wheat on the other hand is more sensitive
to precipitation deficiency in spring (October-November). For this reason, shorter
droughts may have equal impacts on crop loss as persistent droughts, if they occur in
the critical growth periods. The 2011/2012 summer drought is an example of such a
short but devastating event, with damages in corn and soybean production running
up to USD 2.5 billion (Sgroi et al., 2021). Since the strongest climate-change signal in
SESA is an increase in mean precipitation, drought impacts in this region have not re-
ceived as much attention as might be needed for adaptation. However, one of the few
studies available (Penalba and Rivera, 2013) showed that, under future scenarios, the
frequency, duration and severity of these droughts are expected to increase in SESA.
Thus, understanding the influence of a warmer climate on droughts in SESA is of
clear societal relevance.

Despite the 2011/2012 SESA drought having a short three-month duration, neither
as severe nor as persistent as e.g. the 2008/2009 drought, the timing of the event dur-
ing crop sensitive months caused large yield losses. The November 2011 - February
2012 Standardized Precipitation Index (SPI) in the Argentinian part of SESA indi-
cates moderate to extreme drought conditions. The 3-month Palmer Drought Sever-
ity Index (PDSI), for the same period and region, indicates a severe to extreme drought
event (CREAN, 2017).

The dynamic situation, including LaNiña and an intensified South Atlantic Conver-
gence Zone (SACZ), favoured dry conditions. The event started in December 2011,
during the second consecutive summer with a La Niña phase. The two-year La Niña
event of 2010–2012 was one of the strongest LaNiña events on record and caused ex-
treme weather all over the globe (Blunden and Arndt, 2012). In the SESA region, the
positive ENSOphases are characterizedby increasedprecipitation anomalies, andneg-
ative ENSO phases by reduced precipitation anomalies (Grimm et al., 2000). The in-
fluence of LaNiña on precipitation is strongest during the spring and summer follow-
ing the event. Moreover, the SACZ intensified during the late spring - early summer
season (NDJ) of 2011/2012, as shown using NCEP-R1 data in Figure 8.1a (negative
outgoing long-wave radiation (OLR) indicating increased cloudiness). An intensified
SACZ favours subsidence and clear sky conditions over SESA, hindering precipitation
and increasing incoming short-wave radiation. Therefore, the state of the SACZ leads
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Figure 8.1: Drought characterization. Seasonal anomalies with respect to the 1979 ‐ 2020 climato‐
logical average over Nov ‐ Jan of a) Outgoing long‐wave radiation (W/m2) b) Precipitation (mm/season).
The data is from the NOAA NCEP Climate Prediction Center and was plotted using the website:
https://iridl.ldeo.columbia.edu/maproom/ (International Research Institute for Climate and Society, Columbia Cli‐
mate School, New York, USA).

to anomalous high temperatures and dry conditions (Figure 8.1b). The atmospheric
dynamical conditions for these types of droughts are well understood and explain a
significant fraction of the summer variability. It is reasonable to expect events of this
kind in the near future as La Niña events combined with an active SACZ are part of
the local climatology (Cerne and Vera, 2011).

In Figure 8.2a the domain average time series of T2m for each storyline is visible, with
ECHAM_SN climatology and ERA5 reanalysis (Hersbach et al., 2020) for compari-
son. The temperatures between the three storylines evolve comparably but are clearly
separated inmagnitude, revealing a strong climate-change signal. The factual temper-
atures do not exceed the ECHAM_SN (1981-2010) climatological 95th percentile,
except for two instances in February. The plus2 storyline, however, peaks beyond the
95thpercentile at nearly every six to twelve days, which is about three timesmore often
than the factual storylines. The November to February average temperature differ-
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Figure 8.2: a) Daily 2‐meter temperature (T2m) averaged over SESA from November 2011 until February 2012
for counterfactual, factual and plus2 storylines, climatology 1981‐2010 5th‐95th percentile and ERA5 reanalysis
[°C], b) same as a), but for daily total precipitation over SESA [mm/day], c) Daily cumulative total precipitation
over SESA [mm] for counterfactual, factual and plus2 storylines, climatology is taken from yearly ECHAM_SN
values from 1981‐2010 (Schubert‐Frisius et al., 2017). ERA5 reanalysis and GPCC observations for comparison.

ence between counterfactual and factual is 1.0 °C; between factual and plus2, 1.4 °C;
and between counterfactual and plus2, 2.4 °C, which is in line with the mean global
warming over land. There is a strong intra-seasonal variability in the daily temperature
signal (10-90-day period oscillations) with particularly strong and significant 10 – 15
day variability. Such variability has been found in various summer seasons that were
dominated by an active SACZ (Cerne and Vera, 2011; Cerne et al., 2007).

Figure 8.2b shows the domain average of daily total precipitation for the three
storylines, climatology and ERA5-reanalysis. For daily and cumulative precipitation
the results match well with both ERA5 and Global Precipitation Climatology Cen-
tre (GPCC), up until the 10th of January. Following that period, the timing of pre-
cipitation events remains well simulated, however there is some mismatching of peak
precipitation amounts. For this reason, there is an overestimation in cumulative pre-
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Figure 8.3: Monthly potential evapotranspiration (PET) [cm] over SESA according to Thornthwaite from Septem‐
ber 2011 until April 2012.

cipitation starting in the second half of January and all the way through February.
Just like temperature, the precipitation events can be explained by the intra-seasonal
variability, where Rossby wave activity forces pulses of diagonally-aligned precipita-
tion events (van der Wiel et al., 2015) controlling the wet and dry conditions over the
SACZ and SESA regions respectively (Nogués-Paegle andMo, 1997). However, there
is no apparent climate-change signal between storylines. In Figure 8.2c, the cumula-
tive precipitation of the different storylines, the climatological background andERA5
reanalysis, confirms the lack of climate-change signal given the dynamic situation. It
was a dry season in all storylines, with precipitation clearly below the climatological
mean for December and January. The drought would have been there, with or with-
out climate change.

The potential evapotranspiration (PET) according to Thornthwaite (1948), as shown
in Figure 8.3, directly reflects the impact of increased temperatures between the sto-
rylines. Such increased temperatures causes a deficit in water vapour pressure, which
in turn increases the PET. Higher PET values can be interpreted as a higher risk of
drought, as the soil loses an increased amount ofmoisture to the atmosphere. In SESA
the PET is peaking in January with values around 14 cm for counterfactual, 15 cm for
factual and 17 cm for plus2. Between factual and counterfactual, the largest differ-
ence of 1.2 cm is found in February. The largest difference between plus2 and factual,
2 cm, and plus2 and counterfactual, 3 cm, is found in January. The highest difference
in PET is thus found in the months with the largest PET values.
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Figure 8.4: Half‐month average water budget (precipitation ‐ evaporation) [mm/day] between November 2011
and February 2012 for ensemblemember averages of a) factual, b) difference between factual and counterfactual,
c) difference between plus2 and factual and d) difference between plus2 and counterfactual. Stippling shows
robustness, meaning a true split of the members between each world.
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In Figure 8.4 the half-monthly averagedwater budget (WB) for the factual, factualmi-
nus counterfactual, plus2 minus factual and plus2 minus counterfactual, shows the
difference of input (precipitation) minus output (evapotranspiration) between the
storylines. Especially in January, there are pockets of robust signal (stippling), mean-
ing a true split between the members of each world, for both reduced and increased
water budget. Nonetheless, in the water budget the effect of increased T2m and PET
is not visible on a regional scale, as precipitation shows locally varying patterns. It is
unexpected that with increased T and PET, in combination with an equal amount of
precipitation, the water budget is not showing a clearer drought severity change be-
tween the different storylines.

To place the 2011/2012 SESA drought in a hydroclimatological context, the Budyko
framework is applied (Budyko, 1951). The Budyko framework provides physical in-
sight on the climatological dryness or wetness of a specific region by evaluating both
the atmospheric demand and water balance. The Budyko graph (Figure 8.5) could be
interpreted as a hydrological supply-and-demand graph. The atmospheric water ‘de-
mand’ on the x-axis is the Budyko aridity index (φ = (R/λ)/Pwhere R is net surface
radiation, λ is latent heat of vaporization (2.45*106 J/kg) and P is precipitation). The
water ‘supply’ on the y-axis is the balance between precipitation and evapotranspira-
tion (E/P). E/P is limited to 1 (marked with a horizontal black line), since input (P)
limits output (E). Above the supply limit, other sources of water such as surface and
groundwater are evaporated.

In Figure 8.5 is a Budyko graph that shows the hydrological state of SESA’s climate for
the counterfactual, factual and plus2 storylines. In the period between 2010–2014,
SESA becomes slightly more humid in warmer storylines (round markers, average of
3 members, each 5 years). The plus2 storyline has increased wetness due to a decrease
of E/P, meaning a larger water availability. Coincidently, there is a decrease in the
aridity index, meaning the precipitation increase (i.e. plus2-counter 2010-2014 is 66
mm) is larger than the change in atmospheric water demand (i.e. plus2-counter 2010-
2014 is 52mm). This places the plus2 storyline left and below the counter and factual
storylines (labelled with grey arrow), as was also found by Zaninelli et al. (2019). The
2011-2012 hydrological year (June 2011-May 2012, average of three members, each 1
year) (squared markers) is to the right and above the reference years, indicating a drier
year than the reference. In other words, the Budyko aridity index increased towards a
somewhat drier regime during the hydrological year of 2011/2012, but was counter-
balanced by 10% due to climatological wetting and could be up to 15% reduction in
drying in the plus2 storyline. The E/P balance also increased towards a drier regime in
the hydrological year of the drought, butwas counterbalanced back to a slightlywetter
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Figure 8.5: Budyko analysis over SESA for 2010‐2014 (circles) averaged over the three members, and the hydro‐
logical year of 2011‐ 2012 (squares) averaged over the three members. Blue for counterfactual, yellow for factual
and red for plus2. The Budyko aridity index (φ) is on the x‐axis, evapotranspiration divided by total precipitation
(E/P) on the y‐axis. Grey arrows show the direction from the counterfactual towards the plus2 storyline.

regime by 11% in the factual and up to 34% in a world with 2 degrees warming. In this
specific case, the natural variability shows a drying, where the climate signal shows a
wetting which is in line with the known climatologically mean increase towards wet-
ness.

8.2 South-England flood 2013/2014 - a case of limitations

The 2013/2014 winter was the wettest in the UK’s observational record. Persistent
storminess and precipitation, connected to a series of storms passing by in a short pe-
riod of time, lasted for three months (Dec 2013 - Feb 2014) and caused storm damage
and floods throughout southern-England and Wales (Kendon and McCarthy, 2015;
Muchan et al., 2015). Over 700 floods were recorded, with an estimated €1.7 billion
in economical losses (Fenn et al., 2016) for both privately owned goods and publicly
owned infrastructure. The extreme was caused by two clusters of storms, one bridg-
ing over December and January, the second from the end of January until deep into
February (Muchan et al., 2015). Despite the lack of a precipitation trend over the past
200 years (Huntingford et al., 2014), the longevity of the floodswas likely increased by
climate change (Kay et al., 2018). Oueslati et al. (2019) suggested separating the event
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attribution to dynamic and thermodynamic drivers using storylines, and concluded
that the climate signal is most likely to be found in the vertical moisture advection.
There is, however, no clear results on how climate change has influenced this specific
extreme event due to its dependence on dynamical conditions, and the large variability
of the UK’s winter climate (Huntingford et al., 2014; Kendon andMcCarthy, 2015).
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Figure 8.6: Daily averaged precipitation over the UK [mm/day] for January 2014. In blue the counterfactual,
yellow the factual, red the plus2 and green the ECHAM_SN 1981‐2010 climatology (5‐95th percentile). In the
box, the monthly average precipitation is given.

In Figure 8.6 the daily average UK precipitation for January 2014 (over land) for each
storyline is compared to ECHAM_SN climatology and Met Office Hadley Centre
United Kingdom gridded climate observations (HadUK-Grid) (Hollis et al., 2019) is
shown. The precipitation in the storylines follow HadUK-Grid reasonably, though
at the beginning of January the simulations underestimate the observed precipitation.
The peak precipitation is found on January 26 and January 31, which is also compara-
ble to HadUK-Grid observations. Between the different storylines there is no system-
atic difference, as which world has the largest precipitation volume differs per day. In
Figure 8.7 the monthly precipitation anomalies with respect to ECHAM_SN 1981-
2010 (panel a) and the difference between the factual and counter (panel b), between
the plus2 and factual (panel c) and the plus and counter (panel d) is shown. Stippling
is added to show robustness, where all themembers of each storylines are truly split by
1% or more. The factual anomalies are dominantly wet, as expected. The difference
between the storylines, however, do not showmuch robustness in southern-England
or Wales (domain marked in panel b - December), especially in January. The precipi-
tation patterns vary greatly betweenpast and future, including a change of sign. When
looking into the domain averaged precipitation specifically for southern-England (see
domain box in Figure 8.7 b-December) in Figure 8.8, there is no increased robustness.
The storylines are following the HadUK-grid observations well, except for the peak
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Figure 8.7: Monthly averaged precipitation anomalies for the UK for December 2013, January 2014 and February
2014, a) factual anomaly, b) difference between factual and counterfactual, c) difference between plus2 and
factual, d) difference between plus2 and counterfactual. Stippling is robustness, where all the members of each
storyline are truly split by 1% or more in comparison to the other storylines.

precipitation on the 23rd of January, which is underestimated by the storylines and
ECHAM_SN.

Precipitation can be split up in two variables: the dynamical vertical velocity (ω) and
the thermodynamic specific humidity (q). In Figure 8.9 the first row is the vertically
averaged ω and the second is q for January 2014, the panels are organised as in Fig-
ure 8.7. The specific humidity graphs show a high level of robustness, with a local
increase well above 1 g/kg when comparing plus2 with factual. The vertical velocity,
on the other hand, shows a lot more variability, which explains the varying difference
in the precipitation. Upward motion (negative values) is needed for precipitation to
form. When looking at differences between worlds, a positive value means the uplift
has decreased and less precipitation is expected. There is a reduction of vertical ve-
locity visible over St. George’s Channel and western Scotland. This is in agreement
with a reduction in precipitation in Figure 8.7, but the signal in the precipitation is
not robust. Neither is there a robust signal in southern-England or Wales. Note that
it is unclear how the vertical velocity is influenced by the nudging in the higher atmo-
sphere, and therefore the interpretation of ω should be done with care. The method
in its current setup cannot contribute to conclusions concerning the conditional cli-
mate signal in the precipitation of this event.
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Figure 8.8: Precipitation in January 2014 southern‐England for a) daily precipitation inmm/day, b) cumulative pre‐
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Figure 8.9: Monthly averaged vertical velocity (ω in Pa/s) and specific humidity (q in g/kg) for January 2014 a)
factual, b) difference between factual and counter, c) difference between plus and factual, d) difference between
plus2 and counter. Stippling indicates robustness where the members of each storylines are truly split by 0.1
Pa/s 10‐2 or more for ω, and 0.1 g/kg or more for q.
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8.3 Discussion and conclusion

The analysis of the2011/2012 summerdrought in SoutheasternSouthAmerica (SESA)
was approached from an event attribution perspective, and additionally included a cli-
matological background analysis to place the event in its climatological context. Un-
derstanding drought impacts in a region that exhibits a climatological wetting trend,
like SESA, is relevant for decision-making and adaptation. The total precipitation
compares well toGPCC and ERA5 (regridded to T255), although peak precipitation
volume tends to be slightly overestimated. The 2011/2012 drought was connected to
a large-scale pattern, namely the South Atlantic Convergence Zone (SACZ), which
is well resolved by the model. Smaller scale precipitation events, either in space or
time, would require a higher resolution model. In this study the temperature, poten-
tial evapotranspiration (PET) and precipitation are considered themain contributors
to drought. For temperature, the counterfactual, factual and plus2 storylines show
a climate change induced warming in line with the mean global warming over land.
The temperature peaks, passing the 95th percentile, are more frequent in the plus2
storyline, compared to counter and factual. The impact and frequency of heat waves
can thus be expected to increase with a plus2 degree warming in seasons with similar
dynamical conditions (e.g. active SACZ conditions). The Thornthwaite method for
calculating PET is temperature-based, andmay have a non-linear temperature forcing
biaswhenused in the light of climate change inducedwarming (ShawandRiha, 2011).
That said, PET is clearly higher in the factual and plus2 storylines, compared to the
counterfactual. However, there are no differences in daily average nor cumulative pre-
cipitation between the storylines. Consequently, higher temperature and PET with
equal amounts of precipitation place the region at a higher risk of drought. Be that
as it may, no large-scale decrease or increase in the half-monthly water-budgets were
found: the drought is actually not stronger in climate change impacted storylines.

These apparently contradictory results can be explained by taking into account the
climatological hydrological background. The results show that the general climate
change induced trend in SESA is wetting. In the 2011/2012 hydrological year, story-
lines with increased climate-change signal show increased precipitation amounts be-
fore and after the drought. When jointly considering the atmospheric water demand
and thewater balance it shows that the climate change induced precipitation increases
in the region, and for this event, is large enough to outweigh the climate changed in-
duced increased evapotranspiration and PET during the drought. Hence, the wetting
background counters the increasedT and PET, reducing the potential impact on agri-
culture. The climatological computations in the Budyko analysis were done using the
2010-2015 3 member average. This 15 year ensemble of data is suboptimal, and it
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would be good to compare a 30-year average climatology with the hydrological year of
2011/2012. Whether under a different level of warming the effect of climate change
on drought extremes would bypass the wetting background remains unclear. Other
regions that experience a general drying due to climate change may therefore suffer
even more during stronger droughts. More research using the event-based storylines
is needed to understand these aspects fully.

The 2014 UK flooding showcased limitations that the current setup has to deal with.
The simulated daily average precipitation for January 2014 followed the HadUK ob-
servations reasonably well, though there are some underestimations at the beginning
of themonth and the peak precipitation for the 16th of January is overestimated. Pre-
cipitation being a complicated variable, resulting from both dynamic and thermody-
namic processes, the analysis was broadened by looking at specific humidity (q) and
vertical velocity (ω) separately. Specific humidity is increasing due to climate change,
with a strong and robust signal. The vertical velocity, however, shows a very different
picture with little robustness over land and change of signal between past and future
storylines. It is unclear how the spectral nudging of the horizontal flow influences the
vertical velocity on pressure levels. However, this influence is considered to be limited
since the nudged part of the atmospheric column represents a relatively small part of
the total mass. Another point of uncertainty is lack of knowledge on the influence
of the upper troposphere on precipitation (Trenberth, 2008). Beside these physical
arguments there is a technical argument; precipitation is a hard to resolve variable
due to its dependency on small-scale processes that are too small for the resolution
of ECHAM6, and are thus parameterized. Such parameterization is an approxima-
tion, causing biases in the resulting precipitation and is significantly less accurate than
convective-permitting regional models (IPCC, 2014).
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Part IV

Interpretation

The spectrally nudged event storylines presented in this study are
evaluated, and the climate change attribution of the individual case
studies is discussed. The main findings are given and answers to the
research questions are presented. Finally, in the outlook, improvements
to the method and possible future applications are suggested.
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9
Discussion

9.1 Spectrally nudged event storyline methodology

Global spectrallynudged event storylines havebeen applied to attribute extremeweather
events conditionally to climate change. To enable thermodynamic attribution, the
large-scale vorticity and divergence were spectrally nudged in the higher atmosphere
of the ECHAM6 high-resolution atmospheric model towards NCEP1-R1 reanalysis
data. Spectral nudging enables the reproduction of extreme events with their partic-
ular dynamical details, allowing the same dynamical events to be reproduced in simu-
lations with different boundary conditions, and thereby achieving a higher signal-to-
noise ratio of the climate change effect than in free running simulations. This ensures
that each simulation has the same large-scale dynamic setup, but leaves other variables
free to respond.

Three storylines were created, representing three worlds, 1) a world without climate
change (counterfactual), 2) a world as is (factual) and 3) a world with two degrees of
global warming (plus2). Each of the storylines have altered greenhouse gases (GHG)
concentrations and sea surface temperature (SST). The GHG concentrations were
set to pre-industrial times for the counterfactual, and to ssp585 scenario values corre-
sponding to a 2 °Cwarmerworld for the plus2 storyline. For the SSTs, differentwarm-
ing patterns were computed. The difference between the pre-industrial and present
SSTwas deducted from theNCEP1-R1 SSTmodel input to create the counterfactual
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SST input. The plus2 SSTwarming pattern is the difference between the present and
the ssp585 scenario SST corresponding to a 2 °C warmer world. This warming pat-
tern was weighted and added to the NCEP1-R1 SSTmodel input.

The simulationshave resulted in5-year continuous global storylines (2010-2014), anal-
ysed for seasonal weather trends and specific extreme events. A total of four case stud-
ies have been analysed in depth, two temperature extremes: the European heatwave
of 2003, the Russian heatwave of 2010, and two hydrological extremes: the SESA
drought of 2011/2012 and the South-England flood of 2014. In the following sections
I will discuss the strengths and limitations of the spectrally nudged event storylines.

9.1.1 Strengths of spectrally nudged event storylines

Seven main strengths of using spectrally nudged event storylines for attributing cli-
mate change to extreme events are summarised below:

Continuous attribution
The nudged storylines provide a continuous climate attribution of global historic
weather events. This means that within the time frame of the simulation, which in
this study is 5 years, any historical weather event can potentially be attributed. The
continuous nature of the method allows for both seasonal and multi-year event at-
tribution, as well as short timescale events. Moreover, the method is independent of
event location since the simulations are global. On a side note, attributable events are
limited to those resolvedby the reanalysis data that is used for nudging the simulations.
In this study I have created 5-year simulations, but the method can be applied to any
length of time for as long as nudging input data is available. Global precipitation and
temperature analysis shows that themodel can follow the seasonal variability well over
the entire duration, which for precipitation is a larger challenge than for temperature
(see Chapter 6).

Attributing specific events
The storyline method is capable of attributing climate change to one specific extreme
event. There is no need for the definition of an event class with the connected arbi-
trary ‘choice of events’ and unavoidable blurring over event details. The European
and Russian heatwave case studies show the events were well resolved compared to re-
analysis and attributable on daily and regional time and spatial scales (see Chapter 7).
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Small ensemble size
Due to the reduced uncertainties that comes with the nudged atmosphere, a small en-
semble size will suffice. The noise range between members in the nudged simulation
ensemble is small, as was shown with the time series of global temperature and pre-
cipitation, as well as the temperature time series of the heatwaves and the drought (see
Chapter 6 and 7). However, for precipitation the three member ensemble might be
expended to a somewhat larger number to deal with the variability and uncertainties
inherent to the variable.

Robust separation of climate change from natural variability
Signal-to-noise ratio and robustness are pivotal to climate attribution. The results
only makes sense when the signal is distinguishable from the noise, that is, the climate
signal from the natural variability. Moreover, that signal should be robust in order
to be reliable. The spectrally nudged event storylines are accurately able to do this
on small time and spatial scales, especially for temperature related events. The attri-
bution results of 0.6 °C average increase in T2m during the European heatwave, and
2 °C during the Russian heatwave, proves the method can isolate the climate-change
signal despite the presence of a large natural variability element during each of these
events. The temperature climate-change signal, in both the case studies and the global
trends, is strongly robust. This is shown by the separation of members in the T2m
time series both globally and heatwave-specific, as well as the signal-to-noise analysis
of each of the heatwaves (see Chapter 8).

Distinguishing between opposing climate signals on different time scales
Climate change does not behave uniformly over the globe, but can influence extreme
weather events very differently depending on the time and location. Themethod pre-
sented here is capable of separating between long-term and short-term climate influ-
ences, as well as competing climate signals, despite the complexity of the event under
study. The southeastern South American drought analysis shows this pivotal quality
of the storylines method. The drought event itself would clearly have been intensi-
fied due to climate change, with increased temperatures and evapotranspiration. The
long-term wetting trend that climate change is causing in the background, however,
is counterbalancing that. Analysing the specificity of this event, in combination with
long-term background analysis, allows for this finding.

Widely applicable
Spectrally nudged storylines can be directly applied to any spectral model and indi-
rectly to a non-spectral model using a Fourier transformation (or other comparable
method) (Schaaf et al., 2017; von Storch et al., 2000). The method is widely applica-
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ble and not too expensive in eithermodel development or computing time (Schubert-
Frisius et al., 2017). Moreover, nudging is not limited solely to NCEP1_R1, other
datasets can be used allowing for flexibility in application.

Easy communication
Storylines offer a more straightforward and easy to understand result. As mentioned
in the rationale (Part I), the challenge with extreme event attribution is more than just
technical, it is also communication. Probabilistic attribution will often provide a re-
turn time which represents the chance of a type of extreme event happening with or
without climate change. This kind of information can be challenging to understand
for the non-climate-specialist (Patt and Schrag, 2003), though efforts are made to im-
prove probability and uncertainty communication (Stephens et al., 2012). Storylines
provide attribution statements that are more straightforward and easier to commu-
nicate. It is not possible to make a direct comparison between my findings and those
from probabilistic attribution because they are answering different questions, and the
conditions are quite different. However, from a methodological perspective, it is use-
ful to contrast the nature of the attribution statements that can be made using the
different methods. This is done in Table 9.1 for the case of the Russian 2010 heat
wave. The 2010 Russian heatwave probabilistic analysis by Otto et al. (2012) showed
the return time of this type of event in this regionwas 1-in-99-years and had become 1-
in-33-years, meaning climate change triples the chance of an event such as theRussian
heatwave to happen. The storyline result is an average 2 °C warmer heatwave due to
climate change, with locally up to 4 °C warmer. A change in probability is extremely
sensitive to the details of the event definition, which makes it difficult to understand
in terms of the relevance to the event a person experienced. The storyline analysis is
specific to the extreme event, which makes it independent of any event definition and
does not require probabilities.

9.1.2 Limitations of spectrally nudged event storylines

Seven main limitations when using spectrally nudged event storylines for attributing
climate change to extreme events are summarised below:

Aerosols
The plus2 storylines, with boundary conditions based on a 2 °C warmer world, in
the end reached only 1.55 °C above the counterfactual. The most likely cause lies in
the creation of the storyline boundary conditions. The GHG and SST changes are
considered to create a storyline of a world that could be with plus 2 degrees warming,
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while aerosol settings were kept unchanged. Aerosols have, on average, a cooling effect
on the climate (Samset et al., 2018). However, they are also damaging to the public’s
health and therefore action for cleaner air motivates a reduction of aerosols with a loss
of their cooling effect since approximately the year 2000 (Smith et al., 2021). More-
over, aerosols are coemitted with GHGs and therefore any effort to reduce the GHG
emissions will also reduce aerosols (Samset et al., 2018). As the aerosols are prescribed
in ECHAM6 with the values from 2010-2014 (Stevens et al., 2013), which are the
unchanged values, the level of aerosols is higher in ECHAM6 than in theRCP8.5 sce-
nario at the point of 2 °C global warming (Westervelt et al., 2015), therefore the cool-
ing due to aerosols is overestimated. Knowing the cooling effect of aerosols and how
they are resolved in themodel indicates that altering the aerosols in the plus2 world to
theMPI-ESM ssp585 scenario values would enable the climate-change signal to reach
the 2 °C. Storylines could be expanded to consider these factors. Even so, the results
do give an insight in how a historic event would be different in a future world.

Prescribed boundary conditions
To regulate the climate signal in the sea surface temperature (SST) boundary condi-
tions, warming patterns were computed for the past and future storylines. The pat-
terns were made on a yearly timescale for the 2010-2014 simulations, which is subop-
timal for seasonal variability. The sea ice concentration (SIC) boundary conditions
were either not incorporated (2010-2014 simulation) or incorporated but resulted
in large temperature issues around the poles (1948-2014 simulation) as result. The
method of computing SIC concentrations based on SST caused an overestimation in
the SIC values. Finding the proper way for altering SIC to remain self-consistent with
the SST is complex, but the simulationswouldbenefit. For the results presented in this
work, the unaltered SIC is not considered a significant problem since the atmosphere
is nudged and any overestimated pole-to-equator temperature gradient will have very
limited influence on the large-scale dynamics.

Small-scale processes
Themodel used in this work is the ECHAM6high resolution (T255L95) atmosphere
onlymodel. Despite this being the highest resolution available for ECHAM6, it is hy-
drostatic and too crude to resolve a large set of small processes. Convective processes,
for instance, are too small scale for ECHAM6 to be resolved and are therefore param-
eterised. It is likely that the biases found in the precipitation, both globally and re-
gionally, are related to this technical limitation. The South-England flood of the 2014
case study shows the difficulties of filtering a climate signal in such a small spatial-
and timescale precipitation event (see Chapter 8). The parameterisation of precipita-
tion produces relatively good results for longer time scales and for the average global
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mean precipitation, with the exception of the tropical region. This makes sense as pa-
rameterisation aims only for a statistically correct value, and in smaller spatial and time
resolutions those statistics can diverge significantly. Tropical precipitation is challeng-
ing for any model as summarised in Figure 9.1 where the largest bias and error for the
CMIP5 multimodel mean precipitation is in the tropical regions. The difficulty lies
in the dominantly convective precipitation and its dependence on a large set of small-
scale processes in the atmosphere, the land-atmosphere interaction and topography,
which are not resolvable or are problematic even for extremely high-resolution mod-
els (IPCC, 2014; Stevens and Bony, 2013). Since the challenges with small-scale pro-
cesses is related to themodels, they are the same for the storylines approach as they are
for the probability approach. Most global models struggle with small-scale processes,
though more recently developed non-hydrostatic global models now include convec-
tive permitting computations (e.g. ICON (Zängl et al., 2015)). However, these non-
hydrostatic global models cannot be run for a longer period of time. To include small-
scale processes in a simulation for a longer period of time would require a regional
model. That said, any convective permitting model still struggles with the precipita-
tion variable due to its complexity (IPCC, 2014).

One-model setup
The results are computedwith ECHAM6only; a comparisonwith several othermod-
els would clarify the influence of model bias uncertainties on the results. Also, the
model was nudged towards NCEP-R1 only, which in itself should not be much of a
problem as most reanalysis data sets are quite similar for large-scale vorticity and di-
vergence, however the reanalysis data itself does have biases. Since the simulations are
compared to each other, these biases should have a minimal impact.

Dynamical atmospheric situation
Event storylines incorporate the rationale that dynamical atmospheric situations can
be seen as a given and the known thermodynamic aspects of climate change form the
basis for the attribution. Thus, the effect of climate change on the likelihood of oc-
currence is not assessed. In that respect, this approach is complementary to the more
widely-used probabilistic event attribution. To address changes in extremes due to al-
tered circulation,which influence frequency andduration, dynamical storylines could
be added to the attribution toolbox. However, sincemost results of probabilistic event
attribution appeal in any case to the known thermodynamic aspects of climate change,
it can be argued that not much is lost in the storyline approach, yet much is gained by
its specificity. This is especially the case for extreme events whose dynamical condi-
tions are not well represented in climate models, e.g. blocking.
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Figure 9.1: Global annual precipitation (mmday−1) CMIP5 multimodel mean for a) Mean precipitation, b) differ‐
ence between the mean precipitation and the Global Precipitation Climatology Project (GPCP) observations, c)
mean absolute error in comparison to the GPCP observations and d) mean error based on the mean precipitation
in a. Figure 9.4 from IPCC (2014).

Dynamic extreme events
Due to the conditionality of the analysis, there must be a thermodynamic aspect in
the extreme under study to obtain meaningful results. For precipitation the specific
humidity is a thermodynamic aspect, and the vertical velocity is dynamic. For storms,
the distinction between dynamic and thermodynamic becomesmore challenging. To
understand extremes connected to dynamics, the attribution could be completed us-
ing dynamical storylines (Zappa and Shepherd, 2017). Nonetheless, such extremes
remain complicated to model.

Epistemic uncertainty
Uncertainty, inconclusive results or lack of robustness is not always due to technical
challenges. Many processes and causal relationships in the atmosphere are still un-
known, or at least not completely understood. The processes that influence precipi-
tation, for instance, are a topic of continuous research. The inconclusive results for
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the 2014 UK flood could, for example, be related to the unknown role of the upper
troposphere in relation to precipitation. Epistemic uncertainty is not unique to the
method presented here, but is generally present. That said, it is important to keep in
mind that processesmight simply not be understood, which aremost likely influenced
by climate change as much as the understood processes, and therefore influencing the
(un)certainty of the results.

The limitationsmentioned above are all important to keep inmindwhenworking
with storylines, however not all of them are specific to the method. Epistemic uncer-
tainty, one-model setup and prescribed boundary conditions are limitations common
tomost atmosphericmodelling studies, or climate research as awhole. Small scale pro-
cesses is an issue throughout studies that include a global model. Using the spectrally
nudged setup might help reduce the uncertainties linked to small scale processes due
to the prescribed dynamics, but it cannot solve the issue. The limitations concerning
aerosols and dynamic extreme events are specific to the spectrally nudged storyline
method presented in this thesis.

9.2 Comparisonwith other conditional attribution studies

During the completion of this research, nudged event storylines were developed by
two other research groups as well, albeit it with either a different goal or a different
technical setup. Wehrli et al. (2019) compared nudged simulations with free run-
ning simulations to perform a mechanism denial experiment and found the effect of
soil moisture depletion on five different heatwaves, including the Russian heatwave
in 2010. They used the Community Earth System Model (CESM) model with pre-
scribed ocean settings and nudged towards ERA-Interim to create the storylines. The
influence of recent GHG concentration increase, SST, soil moisture and circulation
were compared to each other using the percentage ofmaximum temperature anomaly
that could be explained with each. For the Russian heatwave roughly 10 % of the tem-
perature anomaly could be attributed to recent increased GHG concentrations, rep-
resenting an increase of 1.2 °C. Note that this is the difference between 2010-2016
(experimental time frame) and 1982-2008 (climatological reference). Roughly 35 %
of the temperature anomaly was attributed to soil moisture depletion. Interestingly,
they found that the SST pattern caused a reduction of -0.8 °C, roughly -6.5 %, inmax-
imum temperature anomaly. The work presented here shows that for the Russian
heatwave roughly 80 % (8 °C) of the average temperature anomaly was due to natural
variability (which is a combination of circulation and soil moistures, as atmospheric
nudging by definition constrains the soil moisture as well) and 20 % (2 °C) to climate
change. Considering the differences in application, the results are comparable for the
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climate change attribution. When comparing the findings of this current research to
the results byWehrli et al. (2019) it is important to keep inmind that their results does
not span the full industrialised time period, but for a more recent set of years.

Recently Sánchez-Benítez et al. (2022) developed the spectrally nudged event story-
lines in the AWI-CM-1-1-MR coupled model with ECHAM6 (T127L95) for the at-
mosphere (CMIP6 setup) and spectrally nudged towards ERA5. Four storylines were
created, namely pre-industrial, present day, +2 K and +4 K worlds. A coupled model
could be beneficial for analyses such as ocean and sea-ice interaction or sea-ice extent.
However, the trade-off is a lowering of the atmospheric resolution, which reduces spa-
tial accuracy in extreme event attribution, and even more so when linking results to
impact analysis. Reduced atmospheric resolution can lead to either dampening or
overestimating of themaximum andminimum values in e.g. temperature and precip-
itation and struggles with biases, especially in a coupled setup (Moreno-Chamarro et
al., 2022). The storylines were applied to the July 2019 European heatwave to show-
case the method. An amplified global warming effect was found, on a daily timescale,
reaching locally up to 5 °C and would, in a 4-K world, even reach up to 13 °C which
wouldmake themaximumtemperature 50 °C. It is interesting to see that the 2003Eu-
ropean heatwave presented in this thesis did not show any amplified climate change
effect, where the 2019 heatwave in Sánchez-Benítez et al. (2022) clearly does. Putting
aside any possible technical differences that could lead to somewhat altered results, it
shows the need for individual extreme event attribution, since similar events (in this
case European summer heatwaves) may have undergone a very different influence by
climate change.

The common denominator between the studies by Wehrli et al. (2019) and Sánchez-
Benítez et al. (2022) and the work presented here, is a clear distinction between the
climate-change signal and natural variability in heatwaves. This shows the capability
of the storyline approach to isolate the climate-change signal and is not depending on
a particular technical setup. Moreover, themethod requires only a small ensemble size
for robust results, which reduces costs. The extreme event type studies in these publi-
cations are heatwaves, which make sense as they are the most straightforward event to
conditionally attribute (NASEM, 2016).

It is interesting to place the results found in the context of a different method that
also focuses on thermodynamic attribution. TheRussian heatwave of 2010was also a
case-study in Terray (2021), who applied the updated dynamical adjustment method.
The dynamical adjustment method is based on analogues, finding the climate change
effect between two very similar extreme events that happened inmodern timewith cli-
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mate change and in older times with limited climate change using observational data.
Using observations does, in fact, limit the application due to the observed data being
non-uniform over the globe and not all variables of interest are included. That said,
Terray (2021) found remarkably similar results to those presentedhere, despite the dif-
ferent method of analysing the conditional response. I found the natural variability
and anthropogenic forcing of the Russian heatwave to be 8 °C and 2 °C respectively,
as shown in Table 9.1. Terray (2021) found 8 °C internal variability and 1.9 °C an-
thropogenic influence. The similarity in results shows the validity of attributing the
thermodynamic and dynamical elements separately.
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Conclusions

10.1 Main findings

Based on the results presented in Part III, I summarize the main findings of the con-
ditional climate attribution study below.

Conditional attribution has near identical global temperature climate-change signals
as unconditional attribution.
Climate change causes a consistent increase in average globalmean temperatures, which
is a well known result (IPCC, 2021). However, that result was established with un-
conditional attribution and here the same results are found using a conditional setup.
The conditional attribution is robust and spatially uniformwhich suggests that in that
respect nothing is lost when attributing conditionally, but it does allow for a much
shorter time period for integration. The maximum average temperature increase can
differ per region and season. The strongest increase in maximum temperature is in
the middle-east during June-July-August at 2.76 °C in the world as is and 3.67 °C in a
world with +2 °C.

Conditional attribution has comparable precipitation climate-change signals as uncon-
ditional attribution.
The average global total precipitation has increased due to climate change, and would
increase even more in a world with +2 °C warming. The spatial patterns and sign
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of precipitation vary vastly over the globe, showing both wetting and drying. These
conclusions are in agreement with known effects of climate change achieved through
unconditional attribution (IPCC, 2021), showing that alsowith precipitation there is
nothing much lost in attributing conditionally. The conditional climate signal is ro-
bust wetting for the Amazon, the east coast ofNorthAmerica, the Arctic andAntarc-
tic, and drying for thewest coast ofCentral andNorthAmerica. That said, robustness
is the strongest over sea and is less clear than in the global temperatures.

There are year to year variations in climate change induced alterations of regional sea-
sonal precipitation characteristics.
The regional precipitation changes due to climate change are known to differ from
the global trend, and the results in this study show how they can differ from year to
year. For the 2012 and 2014Mexican monsoon there is a drying found, but the 2010
monsoon had no climate signal. The Indian monsoon of both 2011 and 2014 show
a wetting, but the spatial location of the wetting inside the domain varies greatly be-
tween the two. Moreover, the robustness of the climate signal is depending on season
and location. The seasonal precipitation in Scandinavia was less for the summer of
2012 but more for the autumn of 2013. The seasonal precipitation event of summer
2011 and 2012 in Australia have becomewetter and are expected to continue doing so
in a +2 °C world; however, the signal is not very robust.

The European heatwave of 2003 was on average 0.6 °C warmer, in line with global
warming, but local increases reached up to 2 °C.
TheEuropean heatwave in the first half ofAugust 2003was caused by an atmospheric
blocking, which was semi-stationary and resulted in exceptionally hot and exception-
ally dry conditions over central and Western Europe. The conditional attribution
showed an increase of 0.6 °C between past and present storylines, which is in line with
the average global mean warming in 2003. The warming is, however, not uniform
over the domain. Local differences are between 0 °C and 2.5 °C, though over land the
signal is robust and generally above 0.5 °C.

The Russian heatwave of 2010 had an amplified climate-change signal, on average 2
°C warmer, with local temperatures up to 4 °C warmer.
The exceptionalRussianheatwave lasted threeweeks, fromthe endof Julyuntil halfway
throughAugust, andwas caused by a quasi-stationary atmospheric blocking. Climate
change caused a robust amplified warming of 2 °C, which is about 1.4 °C above the
average global mean warming in 2010. As with the European heatwave, the Russian
heatwave climate-change signal is spatially non-uniform, varying between 1 °C and 4
°C.
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The southeastern SouthAmericandrought of 2011/2012was at risk of intensificationdue
to climate change, butwas counter balanced by the general backgroundwetting trendalso
due to climate change.
The short but devastating drought in southeastern South America during the sum-
mer of 2011/2012 was connected to the South Atlantic Convergence Zone (SACZ)
large-scale pattern. Climate change caused the local temperature to increase and the
potential evapotranspiration (PET) to increase as well, but left no quantifiable mark
on the total precipitation. The combination of these three factors should cause the
drought to become more intense. However, the water budget showed no climate sig-
nal. These apparently contradictory results are explained by an increased wetting in
the background climate, meaning the average precipitation throughout the year in-
creased. The increased wetting in the climate counter-balanced the potentially more
extreme drought.

10.2 General conclusion

The main goal of the work presented here was to obtain high-quality conditional cli-
mate change attribution of singular extreme weather events. To achieve this goal, I
have developed, applied and evaluated spectrally nudged event storylines using the
ECHAM6atmosphericmodel. BelowI answer the individual researchquestionsposed
in Chapter 3.

To attribute individual extreme events, it is paramount to test if themethod is capable
of resolving individual extremes properly. The first research question to be answered
is as follows:

How well can spectrally nudged storylines follow extreme events?

The timing of temperature extremes of individual extreme events are accurate and in
agreement with reanalysis data on daily and monthly timescales, as well as local and
regional spatial scales. Maximum temperatures can be somewhat under- or overesti-
mateddependingon the location. Precipitation extremes are simulated in correct daily
timing and location. However, there is an overestimation compared to observations,
especially in the tropics. Time and spatial scales need to be larger to capture the cor-
rect precipitation amounts, as shownwith the seasonal precipitation over Scandinavia
and India. Despite the bias found in precipitation, whichwas also visible in the south-
eastern South America drought analysis, the drought was resolved well. Droughts are
more complicated than just lack of rain, and depend on variables such as temperature,
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soil moisture and evaporative demand. These factors are well resolved to the detailed
level that enables a separationof climatologicalwetting and strengtheningof a drought
in the same region in the same time frame.

Results found by applying spectrally nudged storylines are only meaningful if the
climate-change signal is standing out from the noise of natural variability. Thus, the
second research question is as follows:

How clearly can spectrally nudged storylines distinguish signal from noise?

By using a small ensemble of factual, counterfactual and plus2 simulations, the noise
level for the analysis was determined. This revealed that the (conditional) signal of
climate change is determinable at both daily timescales and local spatial scales when
looking at temperature extremes. For the precipitation extremes there is more noise,
and the daily and weekly resolution was therefore too small. Better signal-to-noise ra-
tios are found for seasonal precipitation. Note that the signal-to-noise ratio analysis
also confirms that a threemember ensemble is sufficient to grasp the noise of the exper-
iment, with a low noise around the median between members of the same ensemble.
This confirms the visibly low noise of the ensemble in the time series of temperature
(Figure 7.1 on page 67). These findings are in agreement withWehrli et al. (2019) and
Sánchez-Benítez et al. (2022).

The spectrally nudged event storylines method is applied to attribute a set of case-
studies. Thus the third research question is as follows:

What is the relative role of climate change vs. natural variability in extreme weather
events?

1. For heatwaves?
From the case studies in both Europe and Russia, it follows that high-impact
heatwaves would occurwith orwithout climate change, but the extremewould
have been less extremewithout it. The climate change element is separable from
natural variability and quantifiable. In the Russian heatwave, natural variabil-
ity is responsible for 8 °C and climate change for 2 °C of the in total 10°C of
anomalous temperature. Temperatures are shown to increase significantly due
to climate change, despite the relatively large natural variability element in each
of the case studies. These findings signal an increased impact of climate change
on individual heatwaves.
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2. For precipitation extremes?
In global and large scale regions, climate change shows a clear increase in pre-
cipitation depending on season, in line with IPCC (2021). When narrowed
down to smaller region and specific events, the climate-change signal can be
reversed, as was shown with the Mexican monsoon case studies. Monsoons
are complex, depending on many factors e.g. El Niño–Southern Oscillation
(ENSO) and the Circumglobal Teleconnection Index (CGTI). Nonetheless,
the storyline method showed that seasonal variability in the precipitation of
several individual monsoons react differently to climate change by becoming
either drier (Mexico 2012 and 2014 monsoon) or wetter (India 2011 and 2014
monsoon). The signal of change can also depend on season, as shown with
the Scandinavian results, where wetting is found for the 2013 autumn and dry-
ing for the 2012 summer. For seasonal and regional scales, the method allows
for a distinction of the climate signal from natural variability. Moreover, it al-
lows for analysis of regional year-to-year climate-change signal variability. For
a precipitation-based flood analysis with a small region and time frame, such
as the southern England flood in early 2014, the method in its current setup is
limited. The limitation is likely to be technical, based on model resolution and
parametrization of important variables, but could also be related to epistemic
uncertainty.

3. For droughts?
Droughts are a more complex type of extreme event as they depend on a set
of variables such as precipitation, temperature and evaporative demand at the
same time. The method allows for separate analysis of each of these variables,
as was shown for the southeastern South America drought. The temperatures
have a clear climate-change element, separable fromnatural variability andquan-
tifiable, as shown in the heatwave case studies. The same goes for the Budyko
aridity indexwhich showed that the hydrological year of 2011/2012 experienced
a drying due to natural variability, but the effect of that on the drought was
counterbalanced by climatological wetting and would be even more so for the
plus2 world. From the case study it thus follows that climate change can in-
crease temperatures and potential evapotranspiration (PET) during an event,
but reduce the year-round aridity significantly at the same time. This illustrates
the complexity of droughts, but also showcases the potential of the storyline
method to separate the natural variability from the climate-change signal de-
spite the complexity at hand.
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The combinationofbothmethods—global spectral nudging and the storylinemethod
— presents a way to quantify, in great detail, the role of known thermodynamic as-
pects of climate change, together with the specific dynamical conditions, in selected
extreme events which happened in the recent past. This can help reconcile the some-
times different perspectives on those events that appear in the literature (some empha-
sizing climate change, others emphasizing internal variability). Next to the attribution
of climate change of the past events, the method provides a physically consistent view
onwhat these extreme events would be like in a world with increased global warming.
The nudged global storyline method is an important step towards a holistic approach
and should be seen as an addition to dynamical attributionmethods. Themethod can
quantify the role of both dynamical variability and known thermodynamic aspects
of climate change, and the interplay between them, for individual extreme weather
events.
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The spectrally nudged event-based storylines can easily be expanded to a larger num-
ber of storylines for both past and future, as shown by Wehrli et al. (2019). The
method could also be applied to other extreme events affected thermodynamically by
climate change such as tropical cyclones (Feser andBarcikowska, 2012). Moreover, the
method could be crucial to further understand compounding events, which have dev-
astating impact on society. The future applications are, therefore, intended to cover a
wide variety of extreme events over the historical record. To do so with a higher level
of accuracy and for more recent events it follows to double nest a regional model that
will allow for convection permitting high-resolution simulations. To analyse extreme
events heavily depending on small-scale processes, the double nesting of a high reso-
lution regional model will enable higher accuracy in conditional attribution studies.
Extremes such as precipitation-based floods and tropical cyclones would require such
an updated set-up to reduce dependency on parameterisation. Note that ECHAM6
is no longer further developed and therefore othermodels might be of interest to con-
tinue the implication of this method in the future.

A near-real-time system of storyline simulations could be set up depending on the re-
lease of reanalysis data needed for nudging. In this study NCEP-R1 was applied, but
any reanalysis dataset could be used. Adding the near-real-time tool to complement
the existing probabilistic fast attribution science, would give a detailed insight in the
effect of climate change on recently occurred extreme events. After a high impact ex-
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treme event, the general question asked is if, and how, climate change influenced the
extreme. The near-real-time conditional attribution tool would enable a rapid answer
of these types of questions with significantly higher certainty than in probabilistic at-
tribution, albeit conditionally.

Spectrally nudged event storylines could be used to drive climate impact models, and
thus perform realistic stress-testing of resilience strategies. Though some impacts such
as storm damage are direct, often the impacts of meteorological extremes are not di-
rect. For example, the effect of a drought or flood on agricultural yield will need an
analysis of meteorological, hydrological and agricultural factors. In Figure 11.1 an ex-
ample of a causal chain for yield losses due to drought is shown, adapted from Figure
7 in Lloyd and Shepherd (2020). Each arrow is the direction of a causal relationship,
purple indicates the element is human influenced, blue indicates the element is not
directly human influenced and yellow are the impacts of interest. Storylines can be set
up for each of these relationships. The conditional storylines presented in this study
can help answer questions concerning the climate change influence on rainfall and
warming. The impact of those meteorological aspects on drought might be answered
with a hydrological study (Chan et al., 2022), and the consequential yield loss impact
with agriculturalmodels. An example project of connectingfields of expertise to study
such impacts can be found in the RECEIPT project (RECEIPT, 2022), and would
benefit greatly from event-based storylines as presented here. The drought example is
to show one of themany possibilities of using storylines in impact studies. Other pos-
sibilities are the study of compounding events that impact coastal regions, i.e. floods,
by using the storyline atmospheric data in combinationwith awavemodel. One could
think of potentially attributing the 1953 North Sea flood with this setup. Traditional
forms of modelling and data-analysis have been bypassed by hybrid machine learning
methods, which can be used to analyse the storyline simulations to find the drivers
behind historical extremes.

There is a need for operationalising extreme event attribution, and spectrally nudged
storylines offers the best answer to that need. Leach et al. (2021) suggested to use con-
ditioned weather forecast models in the process of operationalising event-based story-
lines. However, using conditionedweather forecastmodels would limit the lead times
since a long lead-time would loosen the conditioning too much. Shorter lead times,
on the other hand, would not be enough for the anthropogenic signal in the weather
forecast model to build up. Moreover, the time series would not be statistically sta-
tionary. These are a set of challenges that are not part of the spectrally nudged event-
based storylines as presentedhere. Operationalisationdoes not dependonECHAM6,
but it would be beneficial to start with the ECHAM6 spectrally nudged setup and
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Figure 11.1: Causal chain of agricultural yield losses due to drought. The direction of causal influence is indicated
with arrows. Purple coloured balloons indicate the element is human influenced, blue coloured balloons are not
directly human influenced and yellow are the impacts of interest. Based on Figure 7 of Lloyd and Shepherd
(2020).

broaden the scope from here by including more models, global and regionally nested,
with different resolutions. Operationalised spectrally nudged event-based storylines
can speed up extreme weather attribution and answer societal questions concerning
climate-change influence on extremes to a higher certainty.
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Abstract. Extreme weather events are generally associated
with unusual dynamical conditions, yet the signal-to-noise
ratio of the dynamical aspects of climate change that are rel-
evant to extremes appears to be small, and the nature of the
change can be highly uncertain. On the other hand, the ther-
modynamic aspects of climate change are already largely
apparent from observations and are far more certain since
they are anchored in agreed-upon physical understanding.
The storyline method of extreme-event attribution, which
has been gaining traction in recent years, quantitatively es-
timates the magnitude of thermodynamic aspects of climate
change, given the dynamical conditions. There are different
ways of imposing the dynamical conditions. Here we present
and evaluate a method where the dynamical conditions are
enforced through global spectral nudging towards reanalysis
data of the large-scale vorticity and divergence in the free at-
mosphere, leaving the lower atmosphere free to respond. We
simulate the historical extreme weather event twice: first in
the world as we know it, with the events occurring on a back-
ground of a changing climate, and second in a “counterfac-
tual” world, where the background is held fixed over the past
century. We describe the methodology in detail and present
results for the European 2003 heatwave and the Russian 2010
heatwave as a proof of concept. These show that the con-
ditional attribution can be performed with a high signal-to-
noise ratio on daily timescales and at local spatial scales.
Our methodology is thus potentially highly useful for real-
istic stress testing of resilience strategies for climate impacts
when coupled to an impact model.

1 Introduction

There is increasing interest in understanding and quantifying
the impact of climate change on individual extreme weather
and climate events. This is to be distinguished from detect-
ing the effect of climate change on the statistics of extreme
events (IPCC, 2012). In the most commonly used approach,
changes in the probability distribution of an event class,
whose definition is motivated by a historical event, are cal-
culated by simulating large ensembles with an atmosphere-
only climate model (Watanabe et al., 2013). The changes are
computed between the “factual” ensemble, corresponding to
observed forcings (e.g. sea-surface temperatures (SSTs) and
greenhouse-gas (GHG) concentrations), and a “counterfac-
tual” ensemble, corresponding to an imagined world without
climate change. The latter is usually constructed by remov-
ing an estimate of the forced changes in SSTs and imposing
pre-industrial GHG concentrations. As discussed by Shep-
herd (2016), this probabilistic approach has two prominent
limitations. The first is that every extreme event is unique,
but the construction of a general event class blurs the connec-
tion to the actual event and makes it difficult to link the event
attribution to climate impacts. This is important because ex-
treme impacts are not always associated with extreme me-
teorology (van der Wiel et al., 2020). The second limitation
is that extreme events are generally associated with extreme
dynamical conditions, and there is little understanding, let
alone agreement, on how those dynamical conditions might
respond to climate change (Hoskins and Woollings, 2015;
Shepherd, 2014). This represents an uncertainty in the prob-
abilistic estimates that is difficult to quantify.
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On the other hand, thermodynamic aspects of climate
change such as warming and increasing specific humidity
are robust in sign, anchored in agreed-upon physical un-
derstanding, and clearly emerging in observations (IPCC,
2018). Moreover in many cases the signal-to-noise ratio of
the forced dynamical changes appears likely to be small
(Deser et al., 2016; Schneider et al., 2012). Thus, although
dynamical and thermodynamic processes are interwoven in
the real climate system, it can be useful to regard the uncer-
tainties in their forced response to climate change as being
separable, at least to a first approximation. This has been a
growing theme in climate change attribution over the past
few decades. The distinction between thermodynamic and
dynamical changes is not precise, and various ways of im-
plementing the separation diagnostically have been used in
different contexts. For extratropical regional climate, it has
been common to regard the component of change congruent
with large-scale internal variability (e.g. as defined by em-
pirical orthogonal functions or by self-organizing maps) as
“dynamical” (Deser et al., 2016; Horton et al., 2015) and the
residual as “thermodynamic”. For tropical climate or for ex-
tratropical storms, dynamical changes are instead commonly
identified with changes in vertical velocity (Bony et al., 2013;
Pfahl et al., 2017). In the absence of evidence to the contrary,
a reasonable hypothesis is that the forced dynamical changes
are undetectable; this hypothesis is implemented explicitly
in the “pseudo global warming” methodology used for re-
gional climate studies (Schär et al., 1996) and in the “dy-
namical adjustment” methodology used to study observed
climate trends (Wallace et al., 2012).

Trenberth et al. (2015) suggested that the same think-
ing could be usefully applied to the attribution of individ-
ual extreme events. Specifically, the extreme dynamical cir-
cumstances leading to the event could be regarded as given,
i.e. arising by chance, and the question posed of how the
event was modified by the known thermodynamic aspects
of climate change. This conditional framing of the attribu-
tion question was subsequently dubbed the “storyline” ap-
proach (Shepherd, 2016) and has a precedent in the appli-
cation of dynamical adjustment to extreme seasonal climate
anomalies (Cattiaux et al., 2010). As emphasized by Shep-
herd (2016) and NAS (2016), there is actually a continuum
between the storyline and probabilistic approaches: story-
lines are highly conditioned probabilities, and probabilistic
approaches generally involve some form of dynamical con-
ditioning too, through the imposed SST patterns. However,
the extent of conditioning imposed by constraining the at-
mospheric state is so severe that in practice the storyline ap-
proach can be regarded as deterministic, just as weather fore-
casts, whilst probabilistic in principle, are interpreted deter-
ministically when the ensemble spread is sufficiently narrow.

By focusing on the known effects of climate change, the
storyline approach seeks to avoid “Type 2” errors or missed
warnings, in contrast to the probabilistic approach, which,
by needing to reject the null hypothesis of no climate change

whatsoever, seeks to avoid “Type 1” errors or false alarms
(Lloyd and Oreskes, 2018; Trenberth et al., 2015). A collo-
quial way of putting this is that rather than asking what ex-
treme events can tell us about climate change, we ask what
known aspects of climate change can tell us about partic-
ular extreme events. Although its results are not expressed
probabilistically, the storyline approach enables a quantita-
tive estimate of climate change with a clear causal interpreta-
tion (Pearl and Mackenzie, 2018). Notwithstanding the need
for asking both kinds of questions as they provide different
kinds of information (Lloyd and Shepherd, 2020), the story-
line approach is a new development, and there are as yet not
so many studies employing this approach.

In previous applications of the storyline approach, indi-
vidual extreme weather events have been dynamically con-
strained through boundary conditions applied to a regional
model (Meredith et al., 2015) or by controlling the ini-
tial conditions in a weather forecast model (Patricola and
Wehner, 2018). More recently, nudging the free atmosphere
to reanalysis data (leaving the boundary layer free to re-
spond) has been applied in a global medium-resolution at-
mospheric model to constrain the dynamical conditions lead-
ing to heatwaves, first to determine the effect of soil mois-
ture changes on selected recent heatwaves (Wehrli et al.,
2019) and subsequently to determine the effect of past and
projected future warming on the 2018 Northern Hemisphere
heatwave (Wehrli et al., 2020). The concept of nudging the
atmospheric circulation in order to impose the dynamical
conditions has a long history. In particular, spectral nudg-
ing (von Storch et al., 2000; Waldron et al., 1996) allows for
scale-selective nudging so that only the large spatial scales
of the model are constrained, while the smaller scales, in-
cluding those relevant to extreme events, are free to be sim-
ulated by the high-resolution model. The climate model can
thus potentially add value and regional detail to the coarser-
resolution forcing dataset. Spectral nudging has been used in
regional climate modelling (Feser and Barcikowska, 2012;
Scinocca et al., 2015) and in boundary-layer sensitivity stud-
ies (van Niekerk et al., 2016). Note that in all these modelling
approaches, the dynamical constraint is imposed “remotely”
from the phenomenon of interest (in space, time, and/or spa-
tial scale) in contrast to the diagnostic approaches mentioned
earlier and thus preserves the physical interplay between dy-
namics and thermodynamics within the extreme event itself.

The purpose of this paper is to provide a methodolog-
ical underpinning for the application of large-scale spec-
tral nudging of divergence and vorticity in a global high-
resolution atmospheric model for the purpose of attributing
the role of thermodynamic aspects of climate change (or
other conditional perturbations) in extreme events of vari-
ous types and timescales. A key question is to determine
what level of refinement of the attribution, in both space and
time, is possible. The outline of the paper is as follows. In
Sect. 2, we elaborate on the technicalities of spectral nudg-
ing within the ECHAM6 model and its parameter sensitiv-
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ities as well as the construction of the counterfactual simu-
lations. In Sect. 3, we exemplify the method by applying it
to two well-studied heatwaves: the European 2003 heatwave
and the Russian 2010 heatwave. As well as identifying some
important differences between the two events, we examine
the signal-to-noise ratio of our attribution. A concluding dis-
cussion follows in Sect. 4.

2 Method

2.1 Spectral nudging

The spectral-nudging technique is well established within the
context of regional climate modelling (Miguez-Macho et al.,
2004; von Storch et al., 2000, 2018; Waldron et al., 1996).
In this approach, so-called “nudging terms” are added to
the large-scale part of the climate model trajectory, which
draws the model towards reanalysis data. Global spectral
nudging (Kim and Hong, 2012; Schubert-Frisius et al., 2017;
Yoshimura and Kanamitsu, 2008) works in a similar way. It
constrains large-scale weather patterns of the climate model,
such as high- and low-pressure systems or fronts, to stay
close to reanalysis data in order to derive a global high-
resolution weather reconstruction. The general idea is that
the realistic large-scale state of the reanalysis data is fol-
lowed by the global climate model (GCM), while at smaller
scales the model provides additional detail to improve high-
resolution weather patterns. Another merit of the approach is
the potential to reduce inhomogeneities in the dataset by us-
ing only a very limited number of variables from the reanal-
ysis data, although this is less of an issue for our application
because we compare factual and counterfactual simulations
for the same large-scale conditions, so any inhomogeneity in
the reanalysis would apply equally to both. For the same rea-
son, our approach can be expected to be robust to any differ-
ences between reanalyses. In order to define a noise level for
our analysis, we construct small ensembles of three factual
and three counterfactual simulations. Although such small
ensembles are clearly inadequate for quantifying conditional
probabilities, they have been successfully used in the past
(e.g. Shepherd, 2008) to identify robust differences between
the two ensembles from a deterministic perspective, which is
our interest here.

2.2 ECHAM6 application

For this study, we use the high-resolution T255L95 GCM
ECHAM6 (Stevens et al., 2013) with the JSBACH land com-
ponent sub-model (Reick et al., 2013); however the method
is applicable to any atmospheric GCM. SSTs and sea ice
concentrations (SICs) are prescribed from NCEP1 reanalysis
data (Kalnay et al., 1996). ECHAM6 is globally spectrally
nudged towards the NCEP1 reanalysis data to achieve real-
istic weather patterns and extreme events of the past. How-
ever, any other reanalysis should provide similar results since

only the large-scale fields are nudged. We chose NCEP1 due
to its starting date in 1948, which is earlier than any of the
other reanalysis data, enabling application of our method
over a longer period of time. It is conceivable that for certain
kinds of extreme events involving a tight coupling between
resolved and parameterized processes, ensuring consistency
between the reanalysis and the model would be beneficial. In
a previous application nudging was applied for pressure, tem-
perature, vorticity, and divergence (Jeuken et al., 1996) with
a constant height profile throughout the entire atmosphere.
However, we want to reproduce only the large-scale atmo-
spheric circulation and in particular leave the thermodynamic
fields (temperature and moisture) free to respond; hence we
only nudge vorticity and divergence in the free atmosphere.
The aim is to constrain the model as little as possible so that it
can freely develop small-scale meteorological processes and
extreme events while still achieving an effective control of
the large-scale weather situation.

The nudging of variable X over time is applied in the spec-
tral domain as follows (adapted from Jeuken et al., 1996):

∂X

∂t
=

{
FX +G(XNCEP−X) for n≤ 20,p < 750hPa
FX otherwise , (1)

where X is the variable to be nudged (either vorticity or di-
vergence), FX is the model tendency for variable X, and
XNCEP is the state of that variable in NCEP1. The thresh-
olds p and n need to be met for nudging to happen, namely
pressure p must be below 750 hPa, and the spherical har-
monic index n must not exceed 20. G is the relaxation coeffi-
cient in units of 10−5 s−1 determining the nudging strength.
Nudging is performed at every time step.

We applied most settings according to Schubert-Frisius
et al. (2017), including the usage of spectral nudging in
both meridional and zonal directions. We use a plateau
nudging-strength height profile (see Fig. 1a), which starts at
750 hPa, then quickly increases up to its maximum nudging
strength, and stays there for higher tropospheric and lower
and medium stratospheric levels until it again quickly tapers
back to 0 at a height corresponding to 5 hPa. The reason for
the latter choice is that above 5 hPa there is no NCEP1 re-
analysis data available.

The strength of nudging is determined by the relaxation
coefficient (G; in 10−5 s−1); see Eq. (1). The relaxation co-
efficient is often described using the e-folding time (G−1;
in 105 s) which represents the simulated time necessary for
nudging to dampen out a model-introduced disturbance. For
example, if the e-folding time is 10 h then the nudged model
will dampen out that disturbance (with an assumed amplitude
of 1) to a value of 1/e and thus greatly reduce it within 10 h.
A larger relaxation coefficient implies a stronger nudging and
translates into a shorter e-folding time or dampening time
(von Storch et al., 2000). We have tested several e-folding
times to see if the settings could be further relaxed and still
reproduce the large-scale weather conditions. In Fig. 1b the
impact of the tested e-folding time settings on the temporal
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Figure 1. (a) Nudging strength G [10−5 s−1] as a function of model level for different choices of minimum e-folding time as indicated.
(b) Daily mean temperatures at 2 m height [◦C] of ECHAM6 in November 2013 averaged over the European domain (35–60◦ N, 10◦W–
35◦ E) using the different e-folding times shown in (a) in comparison to ERA-Interim. (c) Daily mean temperatures as in (b) but with a
50 min nudging timescale at different truncations again in comparison to ERA-Interim.

evolution of the 2 m temperature averaged over Europe (35–
60◦ N, 10◦W–30◦ E) in comparison to ERA-Interim is shown
through November 2013. There is little difference visible be-
tween the 50 min and 5 h e-folding times. The 10 h results
start to show small deviations, whilst the 20 h results deviate
even more noticeably. On the basis of this sensitivity study,
we conclude that the e-folding time can safely be relaxed
from 50 min to 5 h without losing the accuracy of the results.

We similarly aim to limit the range of spatial scales be-
ing nudged as much as possible. In Fig. 1c we show the 2 m
temperature results for the different nudging wavelengths
in comparison to ERA-Interim. The original T30 settings
used by Schubert-Frisius et al. (2017), which translate to a
minimum wavelength of approximately 1300 km (360◦/30×
111 km), show comparable results to the T25 and T20 resolu-
tions. The nudging was therefore relaxed to the T20 resolu-
tion, which translates to a minimum wavelength of approx-
imately 2000 km (360◦/20× 111 km). This should be suf-
ficient to resolve the large-scale circulation while allowing
smaller-scale processes related to local weather events to de-
velop freely. In Fig. 2 the geopotential height anomalies for
summer 2010 in the factual and counterfactual simulations
show a strong resemblance. Even though the background
conditions of the two simulations are different (which is fur-
ther explained in Sect. 2.3), the blocking pattern formed over
Russia in 2010 is clearly present in both simulations, demon-
strating the capability of our nudging method to reproduce
the complex dynamical situation.

We used ECHAM_SN throughout this paper to calculate
climatological data for comparison to our own findings. The
ECHAM_SN dataset is a spectrally nudged global historical
simulation from 1948–2015 (Schubert-Frisius et al., 2017). It
nudged vorticity and divergence towards NCEP1 in a vertical
plateau-shaped profile, equal to the profile we use, at spatial
scales corresponding to T30 or larger, with an e-folding time
of 50 min.

Figure 2. Geopotential height (z500) June–July–August (JJA)
anomalies [m] for the Northern Hemisphere showing the averaged
spectrally nudged dynamic situation over (a) factual members and
(b) counterfactual members of the summer 2010 blocking. Anoma-
lies were calculated relative to the ECHAM_SN 1980–2014 JJA
climatology.

2.3 Simulating the counterfactual

In this study, as in probabilistic event attribution, counterfac-
tual and factual climate simulations are used to assess the
effect of climate change on extreme events. Factual is de-
fined as the world as we know it or a historical simulation.
Counterfactual is defined as an imagined modern world with-
out climate change. In our simulations, land use and volcanic
activity as well as aerosol forcing and sea ice concentration
are unchanged between factual and counterfactual. The dif-
ferences between the two worlds are created by altering two
important aspects of the simulation: (a) sea-surface temper-
ature (SST) and (b) greenhouse gases (GHG). Both worlds
are spectrally nudged in the same way. A potential way to
check the results of the counterfactual simulation, especially
for simulations over a longer time span, is to study the con-
sistency between the inferred signals of climate change for
smaller climate forcings (e.g. since mid-century) and the at-
tributed changes in the observational record. Our simulations
are 5 years each and therefore cannot be tested in this way.
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However for longer simulations such a test would be benefi-
cial.

SST patterns such as the Atlantic Multidecadal Oscilla-
tion or El Niño greatly influence weather extremes. There-
fore, as with probabilistic event attribution, we impose the
same SST variability for both the factual and counterfactual
simulation, based on the observed SST pattern. (However,
this is expected to be less critical in our case since we are
imposing the large-scale atmospheric circulation.) We create
the counterfactual SST conditions by subtracting a climato-
logical warming pattern from the observed pattern, which is
a standard procedure in probabilistic event attribution studies
(Otto, 2017; Vautard et al., 2016; Stott et al., 2016). Although
it is common to consider different climatological warming
patterns as a means of exploring uncertainty, this is not so rel-
evant in our case since the large-scale circulation is imposed.
The climatological warming pattern is computed using the
ECHAM6 CMIP6 (MPI-ESM1.2-HR) control and historical
simulations at an atmospheric resolution of T127 (Müller et
al., 2018). The procedure is shown in Eq. (2):

SSTt,c = SSTNCEP1
t −

(
SSTCMIP6

t,h −SSTCMIP6
t,pi

)
, (2)

where SSTt,c is the counterfactual SST at time t , SSTNCEP1
t is

the NCEP1 SST at time t , SSTCMIP6
t,h is the CMIP6 historical

SST at time t , and SSTCMIP6
t,pi is the CMIP6 pre-industrial SST

at time t (for the latter, the only relevant time dependence
would be seasonal). In our present implementation, which
targets boreal summer only and concerns only a fairly short
time period, the seasonal time dependence is suppressed, and
the historical CMIP SSTs are taken to be the 2000–2009 av-
erage. For a simulation covering a full year the warming
pattern should be made seasonal, and for one covering sev-
eral decades it would furthermore need to be weighted over
time. In Fig. 3 the CMIP6 SST warming pattern shows a
good resemblance to the observed HadSST3 warming pat-
tern. The HadSST3 pattern is obtained by subtracting the
1880–1890 average from the 1980–1990 average SST val-
ues. The general warming and cooling patches in the Pacific
Ocean and Atlantic Ocean south of Greenland agree well.
Also, the warming north of Scandinavia is clearly visible in
both warming patterns. Despite the observational data-void
region east of Greenland and north of Iceland, there is a good
resemblance of our modelled warming pattern with observa-
tions. Note that pre-industrial SST observations were depen-
dent upon ship records, which in the polar region were very
few (Rayner et al., 2006), causing this part of the observa-
tional dataset to be incomplete.

For technical reasons, we did not alter the SIC in the
counterfactual simulations. Given that the atmospheric cir-
culation is nudged, changes in SIC are not expected to be
relevant for summertime heatwaves as Arctic amplification
from sea ice loss is a wintertime phenomenon (Screen and
Simmonds, 2010). In Fig. 4 the counterfactual SSTs for
July 2003 and July 2010 are shown together with the factual

Table 1. Greenhouse-gas concentrations for the ECHAM6 counter-
factual simulations.

Greenhouse gas Concentration

Carbon dioxide (CO2) 285 ppmv
Methane (CH4) 790 ppbv
Nitrous oxide (N2O) 275 ppbv
Chlorofluorocarbons (CFCs) 0

SIC. This shows that the sea ice edge is well away from the
European and western Russian domains. Moreover, even un-
der counterfactual conditions the SST remains almost com-
pletely physically self-consistent with the SIC according to
the constraints of Hurrell et al. (2008); in particular, there are
only a very few isolated regions where the SST falls below
−2 ◦C. Nevertheless, we tested the impact of altering SIC
in a counterfactual simulation of the Russian heatwave based
on the counterfactual SSTs, using the linear relation found by
Hurrell et al. (2008). Specifically, SIC was set to 100 % for
SSTs below −1.7 ◦C and to 0 % for SSTs above 3 ◦C, with
a linear interpolation in between. The results show no dif-
ferences compared to the unaltered SIC counterfactual mem-
bers (see Fig. 5b). However, to apply our method to other
seasons or regions in close proximity to areas of sea ice loss,
the counterfactual simulations would benefit from including
SIC changes in the same way as was done with SST.

In the factual simulation the GHGs change according to
observed values (Meinshausen et al., 2011). In the coun-
terfactual simulation, GHGs remain at their 1890 values as
listed in Table 1. This means that, strictly speaking, our at-
tribution is to the combined effects of anthropogenic climate
change (including aerosol forcing) recorded in the SSTs as
well as the direct radiative effects of GHG forcing.

The default initial atmospheric state of the ECHAM6
model is a random state during the simulated mid-1990s.
Changing that initial state to a counterfactual initial state re-
quires a spin-up time to allow the atmosphere and land sur-
face enough time to reach a new equilibrium state with their
new boundary conditions. To accomplish this we run a non-
nudged counterfactual spin-up ensemble for 3 model years
with three members. We chose a 3-year spin-up after con-
firming the soil moisture was adapted to the new counterfac-
tual situation (not shown). Each member was initiated at a
different starting date (January–March 1995). The results of
these spin-ups are three random atmospheric counterfactual
states, which are used as initial conditions for the counter-
factual experiments. Although in principle both the factual
and counterfactual conditions define conditional probabili-
ties, our three-member ensembles are certainly not sufficient
to estimate those probabilities. As noted earlier, our goal here
is simply to determine the robustness of the deterministic dif-
ferences between the factual and counterfactual ensembles.
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Figure 3. Sea-surface temperature (SST) warming pattern [◦C] calculated (a) from ECHAM6 CMIP6 modelled data and (b) from HadSST3
observed data.

Figure 4. Counterfactual SST [◦C] in shaded colours and factual SIC [%] in greyscale for (a) July 2003 and (b) July 2010. The SST 5 ◦C
(dashed green), 0 ◦C (orange), and −2 ◦C (red) contours are marked for reference.

The ECHAM_SN simulation and the altered SIC simulation
provide out-of-sample tests of robustness for the factual and
counterfactual ensembles, respectively. Figure 5 shows that
in both cases, these simulations fall largely within the range
of the three-member ensembles.

For the European 2003 heatwave the three counterfac-
tual members run from 1 March and are initialized with
the spin-up counterfactual atmospheric state members (year
3, March). The three factual members are started 1 month
apart from each other (in January–March 2003), and ini-
tialized with the corresponding atmospheric state from the
ECHAM_SN dataset. For the Russian 2010 heatwave the
three counterfactual members run instead from 1 January be-
cause of the known importance of soil preconditioning for
this event (Wehrli et al., 2019). The three factual members
again run with 1-month differences in their starting dates,
but here from November 2009, December 2009, and Jan-
uary 2010, again initialized with the corresponding state
from the ECHAM_SN dataset. For analysis regions we se-
lect 35–50◦ N, 10◦W–25◦ E as the domain for the European
heatwave 2003 and 50–60◦ N, 35–55◦ E for the Russian heat-
wave 2010, in line with previous literature (Dole et al., 2011;
García-Herrera et al., 2010; Otto et al., 2012; Rasmijn et al.,
2018; Wehrli et al., 2019).

For the summer of 2003, the global temperature difference
between factual and counterfactual simulations is 0.64 ◦C,
while for the summer of 2010 the difference is 0.66 ◦C. From

observations we know that the earth has experienced a global
warming of approximately 0.7–0.8 ◦C between preindustrial
times and 2010 (IPCC, 2018). Our modelled global warming,
found through the difference between the factual and coun-
terfactual simulations, thus represents this difference well,
albeit with a slight underestimation.

3 Results

To illustrate our method, we provide two examples, namely
the European heatwave of 2003 and the Russian heatwave
of 2010. These events are considered the two strongest Eu-
ropean heatwaves on record (Russo et al., 2014, 2015). In
Sect. 3.3 we look deeper into the signal-to-noise ratio of each
of the examples and how they compare to each other.

3.1 European heatwave 2003

The European summer of 2003 was exceptionally hot and
exceptionally dry (Black et al., 2004; Schär et al., 2004;
Stott et al., 2004). Two heatwaves occurred, a milder one in
June and an extreme heatwave in August, with peak temper-
atures in France and Switzerland (Black et al., 2004; Schär
et al., 2004; Trigo et al., 2005) but also affecting Portugal,
northern Italy, western Germany, and the UK (Feudale and
Shukla, 2011a; Muthers et al., 2017). Temperatures exceeded
the 1961–1990 average by 2.3–12.5 ◦C, depending on loca-
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Figure 5. Daily mean temperature at 2 m height [◦C] averaged over (a) Europe (35–50◦ N, 10◦W–25◦ E) for summer 2003 and over (b) Rus-
sia (50–60◦ N, 35–55◦ E) for summer 2010 for the factual (blue), counterfactual (red), and ECHAM_SN (green) simulations and ERA-
Interim (dashed black) reanalysis data. The climatology (green shaded area) is the 5th–95th ranked percentile range between 1985–2015
calculated with ECHAM_SN (Schubert-Frisius et al., 2017). The dashed red line in (b) shows the simulation with SIC changed in one of the
counterfactual simulations (see text for details).

tion, without much cooling during the night (García-Herrera
et al., 2010; Schär et al., 2004; Stott et al., 2004; Muthers et
al., 2017). The 2003 summer was at that point in time not just
the hottest on record (Bastos et al., 2014; Fink et al., 2004), it
was the hottest summer in the past 500 years (Luterbacher et
al., 2004). The consequences were devastating. Estimates ac-
count for 22 000–40 000 heat-related deaths, USD 12–14 bil-
lion in economic losses, 20 %–30 % decrease in net primary
productivity (NPP), 5 %–10 % of Alpine glacier loss, and
many more human-health-related issues due to increased sur-
face ozone concentrations (Ciais et al., 2005; Fischer et al.,
2007; García-Herrera et al., 2010).

Both the June and August heatwaves were caused by sta-
tionary anticyclonic circulations or blocking (Black et al.,
2004). The first block formed in June, then broke and quickly
reformed in July, which then caused the second heatwave in
August (García-Herrera et al., 2010). However, the extreme
temperatures cannot be explained by atmospheric blocking
alone. Due to large precipitation deficits in spring that year,
the heatwaves happened in very dry conditions. The lack of
clouds and soil moisture caused latent heat transfer to turn
into sensible heat transfer, which dramatically increased sur-
face temperatures (Bastos et al., 2014; Ciais et al., 2005; Fis-
cher et al., 2007; Fink et al., 2004; Miralles et al., 2014). It
is considered highly unlikely that the 2003 European heat-
waves would have reached the temperatures they did with-

out climate change (Hannart et al., 2016; Schär et al., 2004;
Stott et al., 2004). The probabilistic event attribution stud-
ies show an increased likelihood of the extreme tempera-
tures from increased GHGs (Hannart et al., 2016; Schär et
al., 2004; Stott et al., 2004). Other studies focused on the ex-
ceptionally high SSTs in the Mediterranean Sea and North
Sea as a cause of reduced baroclinicity, providing an envi-
ronment conducive to blocking (Black et al., 2004; Feudale
and Shukla, 2011a, b). By applying the storyline approach,
we can consider both causal factors together and shed some
additional insight on this event. The dry spring leading up to
the warm summer conditions was captured by initializing the
simulations by 1 March at the latest.

In Fig. 5a, the daily evolution of the domain-averaged
temperature at 2 m height for June–August for each of
the ensemble members is plotted in comparison to the
ECHAM_SN 5th–95th-percentile (1985–2005) climatology
and ERA-Interim (Dee et al., 2011). The ECHAM_SN
2003 temperature is also plotted for reference and shows a
strong coherence with the factual ensemble, confirming the
appropriateness of using the ECHAM_SN climatology as a
reference for our factual simulations. The first thing to note
is that the factual and counterfactual ensembles evolve very
similarly in time but (except for the third week of June) are
well separated, by approximately 0.6 ◦C, indicating a high
signal-to-noise ratio at daily resolution for the domain av-
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Figure 6. July and August divided into four half-month periods. Columns (a) and (b) show the European heatwave 2003, while columns (c)
and (d) show the Russian heatwave 2010. In columns (a) and (c), the factual geopotential height at z500 [m] is shown as black contour lines,
while temperatures at 2 m height [◦C] are shown as shaded fields. In columns (b) and (d), the differences in 2 m temperature [◦C] between
the factual and counterfactual simulations are shown as shaded fields. Stippling shows where all the factual members are > 0.1 ◦C above all
the counterfactual members for that grid point. Note that the Russian domain is smaller; therefore the stippling has a different spacing than
in the European domain.

erage. This value of 0.6 ◦C is in line with the global-mean
warming. ERA-Interim and the factual members show a
strong correlation in time, although the ERA-Interim temper-
atures are higher especially in June and during the heatwave
in the first half of August. The factual temperatures exceed
the 95th percentile several times in June–August. In August,
the exceedance lasts for almost 2 weeks, whereas in June it
does so for approximately 1 week. The counterfactual tem-
peratures are not quite so extreme; they exceed the 95th per-
centile only for a few days at a time in June and August.
Nevertheless, it is clear that there would have been a Euro-
pean heatwave in 2003 even without climate change, albeit
with less extreme temperatures. This analysis thus supports
both of the perspectives on the event discussed earlier whilst
providing a daily resolution of the climate change attribution.

The temperature differences between the factual and coun-
terfactual ensembles are spatially nonuniform over Europe.
In Fig. 6a the factual members’ average of the 2 m tempera-
ture and of the geopotential height (z500) show the meteoro-
logical situation averaged over half-month periods following
García-Herrera et al. (2010). Figure 6b shows the local dif-
ferences in 2 m temperatures between the counterfactual and
factual ensemble averages. Stippling is added to each grid
point where all the three factual members are at least 0.1 ◦C
warmer than all the counterfactual members. There is strong
local variance, especially during the heatwave in the first half
of August, with differences of up to 2.5 ◦C. In the first period
(1–15 July) the local differences are generally modest, except
in northern Spain, where they reach 1.5–2 ◦C. In the second

and third half-month periods (16–31 July, 1–15 August), the
temperatures in the factual simulations can locally be up to
2–2.5 ◦C higher than in the counterfactual simulations, with
the differences spread over a large area including Spain, Por-
tugal, France, Germany, Hungary, and Romania. During the
period 1–15 August, which according to Fig. 5a was the
peak of the heatwave, the hottest area in Europe (Fig. 6a)
is located in south-west France and southern Iberia. However
the largest differences between the factual and counterfactual
simulations (up to 2.5 ◦C) are found to the north of both of
these regions, suggesting a shift in the peak temperature. In
the second half of August, there are still some strong temper-
ature differences visible over most of these regions, although
the differences over western France have dampened.

As noted earlier, the dryness of the soil has been identified
as an important contributing factor to the 2003 heatwave. Our
interest here, however, is on whether the soil wetness differed
between factual and counterfactual conditions. In Fig. 7a we
see a very similar decline in soil wetness for both the fac-
tual and counterfactual ensemble members from May until
the end of August. The counterfactual simulations start out
with somewhat higher soil wetness than the factual simula-
tions, but over the course of the summer the values of both
sets of simulations move closer towards each other so that
by August the ensembles are close together. Thus it does not
appear that climate change had a first-order impact on soil
wetness in this case.
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Figure 7. Average soil wetness in the root zone [m] averaged over Europe in 2003 and Russia in 2010 during July and August of each year.
The factual simulations are shown in blue and the counterfactual simulations in red.

3.2 Russian heatwave 2010

In August 2010 western Russia was hit by an unprecedented
heatwave caused by a large quasi-stationary anticyclonic cir-
culation, or blocking (Galarneau et al., 2012; Grumm, 2011;
Matsueda, 2011). It was a heatwave that broke all records
such as temperature anomalies during both day and night,
temporal duration, and spatial extent. The effect of soil wet-
ness, or rather the lack thereof, on the magnitude of the
temperatures was profound (Lau and Kim, 2012; Rasmijn
et al., 2018; Wehrli et al., 2019; Bastos et al., 2014). The
2010 Russian heatwave is considered the most extreme heat-
wave in Europe on record (Russo et al., 2015). Approxi-
mately 50 000 lives were lost, 5000 km2 forest burned, 25 %
of the crop failed and over USD 15 billion worth of economic
damage was recorded due to this heatwave (Barriopedro et
al., 2011; Lau and Kim, 2012; Otto et al., 2012; Rasmijn et
al., 2018). In some of the attribution studies, the heatwave
was primarily attributed to internal variability as the dynami-
cal situation strongly depended on the El Niño–Southern Os-
cillation (ENSO) being in a La Niña state (Dole et al., 2011;
Russo et al., 2014; Schneidereit et al., 2012). However, the
likelihood of the temperatures reaching such extreme values
has also been assessed as being significantly exacerbated by
climate change (Otto et al., 2012; Rahmstorf and Coumou,
2011). As with the previous example, the storyline approach
can represent both of these perspectives. Moreover, it over-
comes the limitation that the climate models used to perform
probabilistic event attribution generally have trouble repro-
ducing a blocking situation correctly (Trenberth and Fasullo,
2012; Watanabe et al., 2013).

In Fig. 5b, the daily evolution of the domain-averaged
temperature at 2 m height for each of the ensemble mem-
bers is shown in comparison to ECHAM_SN 2010, the
ECHAM_SN 5th–95th-percentile climatological tempera-
tures (1985–2015), and ERA-Interim. ERA-Interim temper-

atures correlate highly with the counterfactual members,
though are somewhat higher at the end of June and begin-
ning of July, and decline much more rapidly following the
heatwave halfway through August. Starting after the second
half of July, both the factual and counterfactual temperatures
exceed the 95th-percentile climatological temperature, peak
around 8 August, and return to climatological temperatures
around 17 August. This analysis shows that this would have
been an unprecedented event even without climate change.
The differences between the factual and counterfactual tem-
peratures during the core of the heatwave are noticeably
higher (about 2 ◦C) than in the European heatwave 2003, as is
the spread between the ensemble members. In contrast to the
European case, the anthropogenic warming during the core
of the heatwave is considerably higher than the global-mean
warming. We attribute both aspects – the greatly enhanced
anthropogenic warming and the larger internal variability –
to the fact that the Russian domain is much farther inland
than the European domain, and thus the blocking conditions
cut off the influence of the SST forcing and allow a direct
radiative effect of GHG increases (Wehrli et al., 2019). Note
that western Russia is known for having large internal vari-
ability (Dole et al., 2011; Russo et al., 2014; Schneidereit et
al., 2012), which is clearly apparent in our results. It is also
the case that the Russian domain is smaller than the European
domain by a factor of 3.4, which would furthermore tend to
increase the variability in the domain-averaged temperature
shown in Fig. 5.

The range of temperature differences between factual and
counterfactual simulations reach values up to 4 ◦C locally,
as seen in Fig. 6d. Note that the scale for the Russian heat-
wave reaches up to 4.5 ◦C, whereas the scale for the Euro-
pean heatwave reaches only 3 ◦C. In the first half-month pe-
riod (1–15 July), when the heatwave had not yet started, the
local temperature differences are between 0.5–2.5 ◦C, with
the maximum differences in the south-east of the domain.

https://doi.org/10.5194/nhess-21-171-2021 Nat. Hazards Earth Syst. Sci., 21, 171–186, 2021

144



180 L. van Garderen et al.: A methodology for attributing the role of climate change in extreme events

Figure 8. Distributions across grid points of differences between ensemble members in temperature at 2 m height [◦C], separated into the
four half-monthly periods. FF: differences between pairs of factual members; CC: differences between pairs of counterfactual members; FC:
differences between pairs of factual and counterfactual members. The boxes represent the 25th-to-75th-percentile range of the distributions,
the red lines represent the 50th percentiles (the median), and the blue bars indicate the 5th-to-95th-percentile range. The dashed horizontal
line indicates 1 ◦C for reference. Columns (a) and (b) are for the European 2010 heatwave, and columns (c) and (d) for the Russian 2010
heatwave. Note the different vertical scales for the two events. Columns (a) and (c) show the differences in daily averages, and columns (b)
and (d) show the differences in half-monthly averages.

The temperature differences are largest in the core of the
block region, reaching up to 3.5 ◦C in the south-east in the
second period (16–31 July) and up to 4 ◦C in the south, be-
low Moscow, in the third period (1–15 August). The block
broke in the fourth period (16–31 August) and resulted in a
virtual elimination of the temperature difference. In contrast
to the European heatwave 2003, here the biggest temperature
differences between factual and counterfactual are found in
the regions with the highest temperatures.

As with the European heatwave 2003, the differences in
soil wetness do not appear to be of first-order importance
to explain the temperature differences between the factual
and counterfactual simulations. In Fig. 7b the soil wetness in
the factual simulations is seen to decrease somewhat more
rapidly than in the counterfactual, which could be due to
the higher surface temperature and thus greater evaporation
of soil moisture. However, the soil wetness values are over-

lapping and even cross each other in the beginning of Au-
gust. These findings are in agreement with those of Hauser
et al. (2016), who reproduced the Russian heatwave under
1960 conditions and found that the dry conditions occurred
there too, thus concluding they found no direct link between
the drought conditions and climate change. It must be em-
phasized that this is not to downplay in any way the impact
of soil wetness on the event itself, which has been well estab-
lished in the literature. It is only to indicate that the impact
would have been there even without climate change.

3.3 Signal-to-noise analysis

The temperature differences found between the factual and
counterfactual simulations are meaningful if they are outside
of the internal variability within each ensemble. A different
way of saying this is that the differences are meaningful if the
two ensembles are distinguishable from each other. To assess
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this in a statistical manner, temperature differences between
pairs of factual members (FF), pairs of counterfactual mem-
bers (CC), and factual–counterfactual pairs (FC) are plotted
for each half-month period in Fig. 8. The FF and CC pairs
have a median close to 0 and represent the noise level; in
both cases there are three pairs (F1–F2, F2–F3, F3–F1; C1–
C2, C2–C3, C3–C1). The FC pairs contain the signal; here
there are nine pairs (F1–C1, F2–C2, F3–C3, F2–C1, F3–C2,
F1–C3, F3–C1, F1–C2, F2–C3). Each box plot represents the
distribution of 2 m temperature differences across the pairs
and across all grid points. The half-monthly panels represent
distributions of half-month-averaged values, and the daily
panels represent distributions of daily values within the half-
month period.

The daily differences for the European heatwave (Fig. 8a)
show a median value of about 0.6 ◦C, irrespective of whether
the time frame is during the heatwave itself or directly before
or directly after it, consistent with Fig. 5a. Although these are
not really probability distributions (since they include contri-
butions from different locations within the domain), we can
use the inter-quartile ranges as measures of signal and noise.
The median difference for FC is above the 75th percentile of
both CC and FF for daily values, giving confidence that our
results are clearly above the noise level. Half-monthly time
averages (Fig. 8b) produce nearly identical median values,
but we see that the spread is much smaller, as expected. The
25th percentile of FC now lies above the 75th percentile of
the CC and FF boxes.

The differences between CF and either FF or CC for the
Russian heatwave (Fig. 8c and d) are clearly larger than for
the European heatwave and in contrast to the European case
vary substantially between the different periods. Consistent
with Fig. 5b, in the periods outside of the core of the heat-
wave (1–15 July, 16–31 August) the median difference be-
tween FC is about 1 ◦C. Inside the core heatwave period
(16–31 July, 1–15 August), however, the median difference
is more like 2 ◦C, reaching 2.2 ◦C for 1–15 August. During
this latter period the 5th-percentile whisker of half-monthly
FC differences is above the 75th percentile of FF and CC,
which is a very strong signal indeed. When looking at the
results for individual members, the larger internal variabil-
ity within the Russian domain (apparent also in Fig. 5b) is
clearly visible (not shown), as compared with the European
case.

4 Discussion and conclusion

We have presented a detailed description and assessment of
a global spectrally nudged storyline methodology to quantify
the role of known thermodynamic aspects of climate change
in specific extreme weather events. In this methodology, the
particular dynamical conditions leading to the event are taken
as given, i.e. are regarded as random, and the attribution is
therefore highly conditional. Thus, as with all such storyline

approaches to extreme-event attribution, the effect of climate
change on the occurrence likelihood of those dynamical con-
ditions is not assessed. In that respect, this approach is com-
plementary to the more widely used probabilistic event at-
tribution. However, since most results of probabilistic event
attribution appeal in any case to the known thermodynamic
aspects of climate change, it can be argued that not much
is lost in the storyline approach, yet much is gained by the
specificity. This is especially the case for extreme events
whose dynamical conditions are not well represented in cli-
mate models, e.g. blocking. Spectral nudging enables the re-
production of extreme events with their particular dynami-
cal details, allowing the same dynamical events to be repro-
duced in simulations with different boundary conditions and
thereby achieving a high signal-to-noise ratio of the climate
change effect. The combination of both methods – global
spectral nudging and the storyline method – thus presents a
way to quantify, in great detail, the role of known thermody-
namic aspects of climate change, together with the specific
dynamical conditions, in selected extreme events which hap-
pened in the recent past. This can help reconcile the some-
times different perspectives on those events that appear in
the literature (some emphasizing climate change, others em-
phasizing internal variability).

We illustrated the method by applying it to two extreme
events that have been the subject of much study: the Euro-
pean heatwave of 2003 and the Russian heatwave of 2010.
By using a small ensemble of both factual and counterfac-
tual simulations, we were able to determine a noise level for
our analysis. This revealed that the (conditional) signal of
climate change is determinable at both daily timescales and
local spatial scales. It follows that our methodology could
be used to drive climate impact models and thus perform re-
alistic stress-testing of resilience strategies. With regard to
the two heatwave examples, our analysis revealed a striking
contrast between the two events. In the European heatwave
of 2003, the effect of climate change was to increase tem-
peratures across Europe by about the global-mean warming
level throughout the summer, and the heatwave was simply
the dynamical event riding on top of that. In the Russian heat-
wave of 2010, in contrast, the effect of climate change was
much higher than the global warming level and was particu-
larly enhanced, approximately threefold, during the peak of
the heatwave. We interpret this difference as reflecting the
role of direct GHG radiative forcing, which can become ap-
parent when air masses are cut off from marine influence.
However, further analysis would be required to confirm this
hypothesis.

It is not possible to make a direct comparison between our
results and probabilistic attribution of these heatwaves be-
cause they are answering different questions, and the condi-
tionalities are quite different. However, from a methodologi-
cal perspective it is useful to contrast the nature of the attri-
bution statements that can be made using the different meth-
ods. We do this in Table 2 for the case of the Russian 2010
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Table 2. Example of attribution statements that are possible using the probabilistic and storyline approaches for the case of the 2010 Russian
heatwave.

Probabilistic attribution Averaged over the Russian domain and over the month of July, temperatures in
(based on results from 2010 were 5 ◦C above the 1960s climatology, of which 4 ◦C was due to internal
Otto et al., 2012) variability, and 1 ◦C was due to anthropogenic climate change.

The heatwave represented a 1-in-33-year event, which was 3 times more
likely than it would have been in the 1960s.

Storyline attribution Averaged over the Russian domain, temperatures in 2010 steadily increased from
(based on present results) the 1985–2015 climatology through the month of July until about 10 August, then

rapidly returned to climatology.

The domain-averaged heatwave reached 10 ◦C above the 1985–2015 climatology
in early August, of which 8 ◦C was due to internal variability, and 2 ◦C was due to
anthropogenic climate change.

The anthropogenic component of the warming reached 4 ◦C in the region to the
south of Moscow during the first half of August, where it exacerbated the already
warm temperatures there.

heatwave. Having said that, there is a continuum between
storyline and probabilistic approaches (Shepherd, 2016), and
it is possible to imagine intermediate set-ups which would
provide a seamless connection between event attribution and
probabilistic weather prediction (NAS, 2016). These would
need to involve large ensembles (to calculate conditional
probabilities) and pay more attention to the self-consistency
of how the counterfactual conditions are imposed. An ex-
ample is the recent use of an operational subseasonal-to-
seasonal prediction system, which involves modifying the at-
mospheric state and land surface conditions as well as the
SSTs in generating the counterfactual (Wang et al., 2020).

The nudged global storyline method is an important step
towards a holistic approach within the attribution of individ-
ual extreme events, which can quantify the role of both dy-
namical variability and known thermodynamic aspects of cli-
mate change and the interplay between them in great spatio-
temporal detail. As shown by Wehrli et al. (2020), the method
can easily be expanded to a larger number of storylines for
both past and future. The method could also be applied to
other extreme events affected thermodynamically by climate
change such as tropical cyclones (Feser and Barcikowska,
2012). Our future applications are, therefore, intended to
cover a wide variety of extreme events over the historical
record.

Code and data availability. The ECHAM6.1 global atmo-
spheric model is available from the Max Planck Institute for
Meteorology (MPI-M) website: https://code.mpimet.mpg.de/
projects/mpi-esm-users/files (last access: 15 January 2021)
(Giorgetta et al., 2021). The CMIP6 historical simulation data
are archived at the World Data Centre for Climate (WDCC):
https://cera-www.dkrz.de/WDCC/ui/cerasearch/entry?acronym=

RCM_CMIP6_Historical-HR (last access: 15 January 2021)
(Schupfner, 2021). For analysis we have used the open-access
Python packages.
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Introduction
Often it is assumed that increased dryness 
will lead to increased droughts, the same 
for wetness and floods. Dryness refers to the 
climatological hydrological state of a region, 
whereas drought refers to an extreme event. 
However, in some regions, climate change is 
expected to increase both wetness and the 
intensity of droughts (Ault, 2020).

Southeastern South America (SESA) is 
a region of South America centred in the 
La Plata Basin, which includes Uruguay, 
the northeast of Argentina, the southern 
tip of Brazil and the southeastern tip of 
Paraguay. The climate in SESA experienced 
a pronounced wetting during the second 
half of the twentieth century. The regional 
precipitation trends are among the larg-
est regional trends in the world (Vera and 
Díaz,  2015). This includes both an increase 
in mean annual rainfall (Doyle et  al.,  2011) 
and the frequency of extreme rainfall events 
(Penalba and Robledo,  2010). However, 
the SESA region also suffers from regular 

droughts, approximately every 5–10 years, 
which are part of the regional climate 
and are to a large extent associated with 
strong La Niña events (Grimm et  al.,  2000). 
Both short-term (3 months) and long-term 
(10–12 months) droughts impact SESA; the 
first affecting the agricultural sector and the 
second the water supplies.

Two examples of exceptionally severe 
droughts, in both extent and intensity, 
occurred during summer 1988/1989 
and summer 2008/2009. In Uruguay, the 
2008/2009 drought caused hydropower 
production (which normally accounts for 
roughly 80% of the national energy sup-
ply) to plummet to 20%. In Argentina, that 
same drought reduced grain production by 
39%, and an estimated 1.5 million livestock 
were lost (Peterson and Baringer,  2009). 
The extent of agricultural impacts depends 
on the timing of each drought. Soybean 
and corn production will be hampered if 
a drought occurs in summer (December–
February), whereas wheat is more sensi-
tive to precipitation deficiency in spring 
(October–November). For this reason, 
shorter droughts may have equivalent 
impacts on crop loss as more persistent 
droughts if they occur during critical growth 
periods. The 2011/2012 summer drought is 
an example of such a short but devastating 
event, with damages to corn and soybean 
production running up to USD 2.5 billion 
(Sgroi et  al., 2021). Since the strongest cli-
mate change signal in SESA is an increase 
in mean precipitation, drought impacts in 
this region have not received as much atten-
tion as might be needed for adaptation. 
However, one of the few studies available 
for SESA (Penalba and Rivera, 2013) showed 
that the frequency, duration and severity 
of these droughts are expected to increase 
under future climate scenarios. Thus, under-
standing the influence of a warmer climate 
on droughts in SESA is of clear societal rel-
evance.

Drought attribution typically relies on sta-
tistical approaches that focus on changes 
in frequency, duration and severity. These 
aspects are essential and relevant, but the 
approaches struggle with large uncertain-
ties. Such issues often are connected to 
our limited knowledge of climate change 

effects on dynamics and on the variability 
related to droughts in the present climate 
(Shepherd, 2014). Moreover, to allow for sta-
tistical significance, these methods depend 
on grouping similar events, resulting in the 
blurring-out of important details.

Conditional attribution–the attribution 
of the thermodynamic part of weather 
events–takes the uncertainties connected 
to the dynamics out of the equation. With 
spectrally nudged storylines (introduced in 
the next section), we can simulate historical 
events under different climatological back-
grounds. Consequently, the method allows 
for specific event attribution of aspects we 
have physical understanding of, with limited 
loss of detail and without having to deal 
with uncertainties related to changes in fre-
quency or duration (Shepherd et  al.,  2018; 
van Garderen et al.,  2021).

In this study, we look at the effect of cli-
mate change on the thermodynamics of 
the 2011/2012 SESA drought. We focus on 
the differences between the storylines to 
conditionally attribute the event and sub-
sequently place the results in climatological 
context.

Data
To produce our simulations, we use the 
ECHAM6 atmospheric model (Stevens 
et  al.,  2013) with T255 horizontal spectral 
resolution and 95 vertical levels (T255L95). 
This is the atmospheric component of the 
MPI-M coupled model (Tebaldi et  al.,  2021) 
used in the sixth coupled model intercom-
parison project (CMIP6). Boundary condi-
tions such as sea surface temperature (SST) 
and sea ice concentration are prescribed 
using NCEP R1 reanalysis data (Kalnay 
et al., 1996). We spectrally nudge the large-
scale free atmosphere of ECHAM6 with the 
divergence and vorticity from the NCEP R1 
reanalysis data. Since we nudge in spectral 
space, we can use NCEP R1 reanalysis to 
nudge wavelengths in ECHAM6 that rep-
resent patterns of approximately 1000km 
and larger (Schubert-Frisius et  al.,  2017). 
Moreover, NCEP R1 captures the dynamical 
conditions of the drought well (see Figure 1). 
The 1948–2015 spectrally nudged simula-
tion (ECHAM_SN) is used throughout this 
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study to compute  climatology (Schubert-
Frisius et  al.,  2017). We compare our pre-
cipitation results with Global Precipitation 
Climatology Centre (GPCC) observations 
(Schneider and Fuchs,  2008), and com-
pare both the temperature and precipita-
tion results with ERA5 reanalysis (Hersbach 
et al., 2020).

Spectrally nudged storylines
Spectral nudging has been applied in 
regional models for a wide range of extreme 
weather event research (Feser and von 
Storch,  2008; von Storch et  al.,  2018). We 
apply the spectral nudging technique to a 
global model and use this setup to create 
three storylines: (i) a world without climate 
change (counterfactual), (ii) the world as we 
know it (factual) and (iii) a world warmed by 
2 degC above pre-industrial (plus2).

The factual and counterfactual simula-
tions are according to van Garderen et  al. 
(2021). The plus2 storyline is based on the 
same principle, but uses different SST and 
greenhouse gas (GHG) levels. The ssp585 
scenario is based on the representative 

concentration pathways 8.5 global forcing in 
combination with the shared socioeconomic 
pathway (ssp) number five; both are simulat-
ing a future with high-end climate forcing 
(O’Neill et  al.,  2014). The 2m temperature 
(T2m) in CMIP6 MPI-ESM ssp585 scenario 
simulations exceed 2 degC of global warm-
ing (with respect to pre-industrial) between 
2044 and 2053. That time period is then 
used to create an SST warming pattern and 
to set the GHG levels accordingly. Land use is 
kept equal between the storylines to ensure 
conditional attribution of global warming 
aspects only. For each of the three differ-
ent storylines, we simulated three members 
each of 5 years (2010–2014). The average 
global T2m in the counterfactual storyline 
is 13.60°C; in the factual storylines, 14.28°C 
and in the plus2 storyline, 15.15°C.

2011/2012 SESA drought
Despite the 2011/2012 SESA drought having a 
short 3-month duration, neither as severe nor 
as persistent as, for example, the 2008/2009 
drought, the timing of the event during crop-
sensitive months caused large yield losses. The 

November 2011–February 2012 Standardized 
Precipitation Index in the Argentinian part of 
SESA indicates moderate to extreme drought 
conditions. The 3-month Palmer Drought 
Severity Index, for the same period and 
region, indicates a severe to extreme drought 
event (CREAN, 2017).

The dynamic situation, including La 
Niña and an intensified South Atlantic 
Convergence Zone (SACZ), favoured dry 
conditions. The event started in December 
2011, during the second consecutive sum-
mer with a La Niña. The 2-year La Niña event 
of 2010–2012 was one of the strongest 
such events on record and caused extreme 
weather across the world (Blunden and 
Arndt,  2012). In South America, positive El 
Niño-Southern Oscillation (ENSO) phases 
(i.e. El Niño) are characterised by increased 
precipitation anomalies and negative ENSO 
phases by reduced precipitation anoma-
lies (Grimm et  al.,  2000). The influence of 
La Niña on precipitation is strongest dur-
ing the spring and summer following the 
event. Moreover, the SACZ intensified dur-
ing the late spring–early summer season 
(NDJ) of 2011/2012, as shown using NCEP 

Figure 1.  Drought characterisation. Seasonal anomalies with respect to the 1979–2020 climatological average over November–January of (a) outgoing 
longwave radiation (Wm−2) (b) precipitation (mm season−1). The data are from the NOAA NCEP Climate Prediction Center and were plotted using 
https://iridl.ldeo.columbia.edu/maproom/ (International Research Institute for Climate and Society, Columbia University, New York, USA).
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R1 data in Figure  1(a) (negative outgoing 
longwave radiation anomalies indicating 
increased cloudiness). An intensified SACZ 
favours subsidence and clear sky condi-
tions over SESA, hindering precipitation 
and increasing incoming shortwave radia-
tion. Therefore, the state of the SACZ leads 
to anomalously high temperatures and dry 
conditions (Figure  1b). The atmospheric 
dynamical conditions for these types of 
droughts are well understood and explain 
a significant fraction of the summer variabil-
ity (Cerne and Vera,  2011). It is reasonable 
to expect events of this kind in the near 
future as La Niña events combined with an 
active SACZ are part of the local climatology 
(Cerne and Vera, 2011).

In Figure 2(a), we show a domain average 
time series of T2m for each storyline, with 
ECHAM_SN climatology and ERA5 reanalysis 
(Hersbach et  al.,  2020) for comparison. The 
temperatures between the three storylines 
evolve comparably but are clearly separated 
in magnitude, revealing a strong climate 
change signal. The factual temperatures do 
not exceed the ECHAM_SN (1981–2010) cli-
matological 95th percentile, except for two 
instances in February. The plus2 storyline, 
however, peaks beyond the 95th percentile 
nearly every 6–12 days, which is about three 
times more often than the factual storylines. 
The November to February average tem-

perature difference between counterfactual 
and factual is 1.0 degC; between factual and 
plus2, 1.4 degC and between counterfac-
tual and plus2, 2.4 degC, which is in line 
with the mean global warming over land. 
There is strong intra-seasonal variability in 
the daily temperature signal (10- to 90-day 
period oscillations) with particularly strong 
and significant 10- to 15-day variability. 
Such variability has been found in various 
summer seasons that were dominated by 
an active SACZ (Cerne et  al.,  2007; Cerne 
and Vera, 2011).

In Figure  2(b), we show the domain aver-
age of daily total precipitation for the three 
storylines, climatology and ERA5  reanalysis. 
For daily and cumulative precipitation, the 
results match well with both ERA5 and 
GPCC, up until 10 January. Following that 
period, the timing of precipitation events 
remains well-simulated; however, there is 
some mismatching of peak precipitation 
volume. For this reason, there is an overes-
timation in cumulative precipitation starting 
in the second half of January and through-
out February. Just like temperature, the pre-
cipitation events can be explained by the 
intra-seasonal variability, where Rossby wave 
activity forces pulses of diagonally aligned 
precipitation events (van der Wiel et al., 2015) 
controlling the wet and dry conditions over 
the SACZ and SESA regions, respectively 

(Nogués-Paegle and Mo,  1997). However, 
there is no apparent climate change signal 
between storylines as there is considerable 
overlap in total precipitation. In Figure  2(c), 
the cumulative precipitation of the different 
storylines, the climatological background 
and ERA5 reanalysis, confirms the lack of cli-
mate change signal given the dynamic situa-
tion. It was a dry season in all storylines, with 
precipitation well below the climatological 
mean for December and January. In other 
words, the drought would have been there, 
with or without climate change.

The potential evapotranspiration (PET) 
according to Thornthwaite (1948), as shown 
in Figure  3, directly reflects the impact of 
increased temperatures between the sto-
rylines. Such increased temperatures cause 
a deficit in water vapour pressure, which 
in turn increases the PET. Higher PET val-
ues can be interpreted as a higher risk 
of drought, as the soil loses an increased 
amount of moisture to the atmosphere. In 
SESA, the PET peaks in January with values 
around 14cm for counterfactual, 15cm for 
factual and 17cm for plus2. Between factual 
and counterfactual, the largest difference of 
1.2cm is in February. The largest difference 
between plus2 and factual, 2cm, and plus2 
and counterfactual, 3cm, is in January. The 
highest difference in PET is thus found in the 
months with the largest PET values.

Figure 2.  (a) Daily 2m temperature (T2m) averaged over SESA from November 2011 until February 2012 for counterfactual, factual and plus2 sto-
rylines, climatology 1981–2010 5th–95th percentile and ERA5 reanalysis (°C), (b) same as (a), but for daily total precipitation over SESA (mm day−1), 
(c) daily cumulative total precipitation over SESA (mm) for counterfactual, factual and plus2 storylines, climatology is taken from yearly ECHAM_SN 
values from 1981 to 2010 (Schubert-Frisius et al., 2017). ERA5 reanalysis for comparison.
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In Figure  4, the half-monthly averaged 
water budget (WB) for the factual, factual 
minus counterfactual, plus2 minus factual 
and plus2 minus counterfactual, shows the 
difference of input (precipitation) minus 
output (evapotranspiration) between the 
storylines. Especially in January, there are 
pockets of robust signal (stippling), mean-
ing a true split between the members of 
each world, for both reduced and increased 
WB. Nonetheless, in the WB, the effect of 
increased T2m and PET is not visible on 
a regional scale, as precipitation shows 
locally varying patterns. It is surprising that 
with increased temperatures and PET, in 
combination with an equal volume of pre-
cipitation, the WB is not showing a clearer 
drought severity change between the dif-
ferent storylines.

Dryness in SESA
To place the 2011/2012 SESA drought in  
a hydroclimatological context, we use 
the Budyko framework (Budyko,  1951). 
The Budyko framework provides physical 
insight on the climatological dryness or 
wetness of a specific region by evaluating 
both the atmospheric demand and water 
balance. The Budyko graph (Figure 5) could 
be interpreted as a hydrological supply-
and-demand graph. The atmospheric water 
‘demand’ on the x-axis is the Budyko aridity 
index (φ = (R/λ)/P, where R is net surface 
radiation, λ is latent heat of vaporisation 
(2.45 × 106Jkg−1) and P is precipitation). The 
water ‘supply’ on the y-axis is the balance 
between precipitation and evapotranspi-
ration (E/P). E/P is limited to 1 (marked 
with a horizontal black line), as income (P) 
limits outcome (E). Above the supply limit, 
other sources of water such as surface and 
groundwater are evaporated.

In Figure  5, we present a Budyko graph 
that shows the hydrological state of SESA’s 
climate for the counterfactual, factual and 

plus2 storylines. In the period between 
2010 and 2014, SESA becomes slightly 
more humid in warmer storylines (round 
markers, average of three members, each 
5 years). The plus2 storyline has increased 
wetness due to a decrease of E/P, meaning a 
larger water availability. Coincidently, there 
is a decrease in the aridity index, meaning 
the precipitation increase (i.e. plus2-coun-
ter 2010–2014 is 66mm) is larger than the 
change in atmospheric water demand (i.e. 
plus2-counter 2010–2014 is 52mm). This 
places the plus2 storyline left and below 
the counter and factual storylines (labelled 
with a grey arrow), as was also found by 
Zaninelli et al. (2019). The 2011/2012 hydro-
logical year (June 2011–May 2012, average 
of three members, each 1 year) (squared 
markers) is to the right and above the ref-
erence years, indicating a drier year than the 
reference. Nevertheless, the change in this 
specific year and drought is in line with the 
mean increase towards wetness.

Discussion and conclusion
By using spectrally nudged storylines, we 
have conditionally attributed the climate 
change effect specific to the 2011/2012 
summer drought in SESA, which had a dev-
astating effect on corn and soybean pro-
duction. We approached this event from an 
event attribution perspective and addition-
ally included a climatological background 
analysis to place the event in climatological 
context. Understanding drought impacts in 
a region that exhibits a climatological wet-
ting trend, like SESA, is relevant for decision-
making and adaptation.

Conditional attribution allows for new 
insights in understanding the effect of climate 
change on thermodynamic aspects of extreme 
events. We therefore took the dynamic field 
as a given and set the dynamics to be the 
same for all storylines by nudging the large-
scale vorticity and divergence in the free 

atmosphere. Our analysis is  complementary 
to extreme event attribution, as fully under-
standing the climate change effect on this 
event would also require dynamical attribu-
tion. To address changes in drought due to 
altered circulation patterns, which influence 
drought frequency and duration, dynamical 
storylines could be added to the attribu-
tion toolbox. Dynamical storylines represent 
uncertainties related to dynamics and involve 
a better understanding of the remote physical 
drivers of regional circulation anomalies and 
their response to a warming climate (Mindlin 
et al., 2020).

The total precipitation compares well 
to GPCC and ERA5 (regridded to T255), 
although peak precipitation volume tends 
to be slightly overestimated. This precipita-
tion bias can be associated to the resolu-
tion being too crude to resolve convective 
precipitation correctly. Our storylines are 
simulated using ECHAM6_SN in T225L95 
resolution. The 2011/2012 drought is con-
nected to a large-scale pattern, namely the 
South American Convection Zone (SACZ), 
which is well resolved by the model. Smaller 
scale precipitation events, either in space or 
in time, would require a higher resolution 
model. Our results are computed with one 
model only, a comparison with several other 
models would clarify the influence of model 
bias uncertainties on the results.

In our framework, we consider GHG and 
SST changes to create a storyline of a pos-
sible 2 degC warmer world and keep land 
use and aerosols unchanged. Note that 
there is an indirect aerosol influence altera-
tion through the changed SSTs. Therefore, 
these results do not predict the future, and 
it should be taken into account that land 
use and landscape changes such as defor-
estation can have a significant effect on 
the hydroclimate. Our storylines could be 
expanded to consider these factors. Even 
so, our results do give an insight on how 
thermodynamic aspects of a past event may 
be influenced by a possible future world. 
In addition, applying our method to longer 
droughts, outside our present simulation 
time frame, is needed to fully understand 
the balance between drought extremes and 
the climatological wetting.

Throughout our study, we have consid-
ered temperature, evapotranspiration (PET) 
and precipitation as the main contributors 
to drought. For temperature, the counter-
factual, factual and plus2 storylines show 
a climate change induced warming in line 
with the mean global warming over land. 
The temperature peaks, passing the 95th 
percentile, are more frequent in the plus2 
storyline, compared to counter and factual. 
The impact and frequency of heatwaves 
can thus be expected to increase with a 
plus2 degree warming in seasons with simi-
lar dynamical conditions (e.g. active SACZ 
conditions). The Thornthwaite method 

Figure 3. Monthly potential evapotranspiration (PET) (cm) over SESA according to Thornthwaite 
from September 2011 until April 2012.
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Figure 4. Half-month average WB (precipitation–evaporation) (mm day−1) between November 2011 and February 2012 for ensemble member averages of 
(a) factual, (b) difference between factual and counterfactual, (c) difference between plus2 and factual and (d) difference between plus2 and counterfactual. 
Stippling shows robustness, meaning the three members of the first storylines are split by at least 0.1mm day−1 from the three members of the second storyline.
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for  calculating PET is temperature-based 
and may have a non-linear temperature 
forcing bias when used in the light of cli-
mate change induced warming (Shaw and 
Riha, 2011). That said, PET is clearly higher in 
the factual and plus2 storylines, compared 
to counterfactual. However, we do not see 
differences in daily average nor cumula-
tive precipitation between the storylines. 
Consequently, higher temperature and PET 
with equal amounts of precipitation place 
the region at a higher risk of drought. Be 
that as it may, we found no large-scale 
decrease or increase in the half-monthly 
WBs: the drought is not stronger in climate 
change impacted storylines.

These apparently contradictory results 
can be explained by taking into account 
the climatological hydrological background. 
We found that the general climate change 
induced trend in SESA is wetting. In the 
2011/2012 hydrological year, storylines 
with increased climate change signal show 
increased precipitation volume before and 
after the drought. When considering both 
the atmospheric water demand and the 
water balance, we see that the precipitation 
increase is large enough to outweigh the 
increased evapotranspiration and PET dur-
ing the drought. Hence, the wetting back-
ground counters the increased temperature 
and PET, reducing the potential impact on 
agriculture. If under a different level of 
warming, the effect of climate change on 
drought extremes would bypass the wet-
ting background remains unclear.
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Zusammenfassung

Hitzewellen, Dürreperioden, Überschwemmungen, Stürme und andere Arten
von Extremwetterereignissen führen zu menschlichem Leiden sowie materiellen
und wirtschaftlichen Schäden. Das Verständnis, wie Klimawandel verschiedenen
Extremeereignisse beeinflusst, ist eine Voraussetzung um abzuschätzen, wie sich diese
in der Zukunft entwickeln werden und wie sich mögliche Todesfälle und Schäden
reduzieren lassen. Die gängige Methode, Extremereignisse dem Klimawandel
zuzuschreiben ist ein wahrscheinlichkeitsbasierter Ansatz. Dieser beruht auf einer
statistischen Analyse der dynamischen Gegebenheiten, die zu dem Extremereignis
führen. Er berechnet die Wahrscheinlichkeit eines Extremereignisses in einer Welt
mit und einer Welt ohne Klimawandel. Allerdings lassen sich die dynamischen
Auswirkungen des Klimawandels auf Grund der großen natürlichen Variabilität
der Atmosphärenzirkulation nur schwer quantifizieren. Ein Ansatz, der auf unbe-
dingten Wahrscheinlichkeiten beruht, ist daher generell mit hohen Unsicherheiten
verbunden. Die thermodynamischen Auswirkungen des Klimawandels hingegen
basieren auf physikalischem Verständnis und lassen sich viel genauer quantifizieren.
Ein neuer Ansatz für die bedingte Zuschreibung von Extremen, welcher nicht auf
Wahrscheinlichkeiten beruht, ist der sog. storyline-Ansatz. Dieser quantifiziert den
thermodynamischen Effekt des Klimawandels auf ein Extrem und nimmt dabei die
auslösende dynamische Situation als gegeben an. In einer solchen storyline kann
ein Extrem unter verschiedenen klimatischen Bedingungen - beispielsweise keine
oder verstärkte globale Erwärmung - untersucht und der Effekt des Klimawan-
dels auf die thermodynamischen Aspekte des Extrems quantifiziert werden. Das
Hauptziel der vorgelegten Arbeit ist eine qualitativ hochwertige bedingte Klimawan-
delzuschreibung einzelner Extremereignisse. Hierfür wird eine geeignete Methode
zur Erzeugung bedingter storylines entwickelt.

Hier werden spektral genudgte Ereignis-storylines vorgestellt, bei denen in einem
Atmosphärenmodell die großskalige Wirbelstärke und Divergenz der oberen freien
Atmosphäre spektral an ReanalyseDaten angepasst werden, während sich der untere
Teil der Atmosphäre frei entwickeln kann. Tatsächlich aufgetretene Extremereinisse

161



werden hier in drei storylines simuliert: (1) die faktische storyline, die der tatsäch-
lichen Welt mit Klimawandel entspricht, (2) eine vorindustrielle kontrafaktische
Welt ohne Klimawandel und (3) eine 2 °C wärmere kontrafaktische Welt, die einer
möglichen Welt mit einer globalen Erwärmung von 2 °C über dem vorindustriellen
Temperaturniveau entspricht.

Die Ergebnisse zeigen einen konsistenten Anstieg sowohl in der globalen Mitteltem-
peratur wie auch im global gemittelten Niederschlag. Dies stimmt mit Ergebnissen
der Klimawandelzuschreibung mit unbedingten Methoden überein. Daher geht bei
der Anwendung eines bedingtenAnsatzes nichts verloren. Regional können saisonale
Niederschlagstrends hiervon abweichen, so wurde beispielsweise der mexikanische
Monsun in den Jahren 2012 und 2014 trockener und der indischeMonsun wurde in
den Jahren 2011 und 2014 feuchter. Temperaturextreme sind auf kleinen räumlichen
Skalen und kurzen Zeitskalen konsistent. Die europäische Hitzewelle im Jahr 2003
war durch den Klimawandel im Mittel 0.6 °C wärmer. Die russische Hitzewelle
im Jahr 2010 wurde durch den Klimawandel im Mittel um 2 °C verstärkt. Bei
letzterem handelt es sich um ein Signal, das über dem Niveau der mittleren globalen
Erwärmung liegt. Die Dürreperiode im südöstlichen Südamerika in 2011/2012 wäre
durch erhöhte Temperaturen und Verdunstung im Zuge des Klimawandels verstärkt
worden. Dieser Effekt wurde allerdings durch eine – ebenfalls vom Klimawandel
bedingte – langfristig reduzierte Aridität kompensiert.

Spektral genudgte Ereignis-storylines ermöglichen eine kontinuierliche und spezifis-
cheKlimawandelzuschreibung vonExtremereignissen, indem sieKlimawandel-Signal
und natürliche interne Variabilität auf kurzen Zeit- und kleinen räumlichen Skalen
robust voneinander trennen. Das Beispiel der Dürreperiode zeigt, dass die Meth-
ode zwischen entgegengesetzten Klimawandeleffekten unterscheiden kann, die auf
unterschiedlichen Zeitskalen agieren. Die Methode ist nicht auf das hier vorgestellte
technische Setup beschränkt, sondern kann in vielen Kontexten angewendet werden.
Sie kann beispielsweisemit einem hochaufgelöstenRegionalmodell, welches Konvek-
tion nicht parametrisieren muss, verbunden werden und so eine präzise Klimawan-
delzuschreibung von lokalen Niederschlagsextremen ermöglichen. Darüber hinaus
wird nur eine geringe Anzahl von Simulationen in einem Ensemble benötigt, um
robuste Ergebnisse zu erzielen, was den Rechenaufwand reduziert. In Verbindung
mit einem sogenannten Impact Modell kann die Methode für realistische Stresstests
von Resilienz-Strategien genutzt werden. Auch ließe sich mit den spektral genudgten
Ereignis-storylines ein operationelles System zur Klimawandelzuschreibung von Ex-
tremereignissen erstellen, welches bis dato schwierig war. Zusammengefasst ist die
Methode der globalen spektral genudgten Ereignis-storylines ein wichtiger Schritt
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Zusammenfassung

in Richtung ganzheitlicher Klimawandelzuschreibung einzelner Extremereignisse, da
sich mit ihr die jeweilige Rolle der dynamischen Variabilität und der thermodynamis-
chen Auswirkungen des Klimawandels, sowie deren Zusammenspiels, quantifizieren
lässt.
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